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Abstract Redescriptions and illustrations of the pupae and larvae of Armigeres 
(Leicesteria) annulipalpis (Theobald) and Ar. (Lei.) flavus (Leicester) were made 
based on the specimens collected in Sarawak, Malaysia. Illustrations of abdominal 
ornamentation of adults and male genitalia were also given. The larvae of Ar. 
annulipalpis were found mainly in water accumulation of green bamboo stumps and 
splits. Armigeres flavus was commonly found in bamboo stumps and containers with 
very turbid water in mountain forests.

Keywords  Armigeres annulipalpis – Armigeres flavus – subgenus Leicesteria –  
redescription – immature stages

INTRODUCTION

The subgenus Leicesteria of genus Armigeres is represented by 18 species in the 
Oriental region, with 13 species recorded from Malaysia. They are mostly well 
defined and can be easily identified by the male genitalia and colorations of adult 
abdominal segments [1-3]. However, most of the pupae and larvae of the species 
were described without detailed illustrations, hence difficult to identify accurately. 
The subgenus is characterized by postspiracular area without setae, but covered 
with flat white and black scales. Female palpus is long, from 1/2 to 3/4 the length 
of proboscis. Scutum is more or less compressed laterally and produced forwards 
over the head and postnotum without scales and setae (with the exception of Ar. 
flavus). Abdomen has lateral tergal patches of white and sometimes yellow scales.  

Several collections of Armigeres species were made during our survey in 
Sarawak 2005-2011, resulting in a fairly large series of adults, pupae and larvae 
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and associated larval and pupal excuviae being available for descriptions of 
immature stages of Ar. (Lei.) annulipalpis and Ar. (Lei.) flavus [4]. We describe 
and illustrate the immature stages of these two species in this paper. With existing 
descriptions of adult male and female of the species [1-3, 5, 6], redescriptions 
of the important adult characters are given briefly by current standards with 
illustrations of general appearances of adults, abdominal ornamentations and 
male genitalia. 

MATERIALS AND METHODS

Specimens examined

Specimens of Ar. annulipalpis were collected as larva from green bamboo stumps, 
at Sampadi, about 70 km from Kuching, Sarawak by Miyagi, Okazawa and Toma 
in 2005, 2008 and 2011: 2♀♀ (050915-24); 3♀♀ (080909-1) with L (Larva) and 
P (Pupa) exuviae mounted on slide (435, 437, 468); 5♀♀, 4♂♂ (080909-1); 1♂ 
(080909-2) with L and P on slide (447) and G (Genitalia) on another slide (166); 
1♂（080909-1 with L and P (396); 4 ♀♀ (080909-1) with L and P on slide (430, 
471, 473, 474); 2 ♀♀ (080909-2); 1♂ (080909-2) with L (402) and G (158); 4 
♀♀ (080909-2); 1♀,１♂ (080909-3) with L and P (422, 402), G (158); 2♂♂ 
(080909-4) with L, P on slide (242, 403), G (170, 157); 1♂ (080909-4) with G 
(87); 3♂♂(20110902-2) with L and P (77, 181, 191); 10 whole larvae (20110902).
     Specimens of Ar. flavus were collected as larva from green bamboo stumps, 
Matang National Park and Bario, Sarawak by Miyagi, Okazawa and Toma in 
2006-2008: 2♂♂ (060914-9, -14) with L and P (420, 392), G (107, 36); 1♂ 
(080820-6) with L and P (189) with G (79); 1♀ (060914-14) with L, P (341); 
2♂♂ (060828-11) with L, P (36,74); 13♀♀, 26♂♂ (20070907-08); 6 whole 
larvae (20060828-10); 12 whole larvae (20080829-9).
     The illustrations of the abdominal ornamentation in the species were based 
mainly on fresh specimens, as deformity in the colorations of the sterna occurs 
in dry specimens [7]. The terminology used for the adults and immature stages 
mainly follows Harbach and Knight [8, 9]. The specimens examined are deposited 
in the collection of Sarawak Museum.

DESCRIPTIONS AND DISCUSSION

Armigeres (Leicesteria) annulipalpis (Theobald)
(Fig. 1A-E, G, H, Fig. 3, Tables 1, 2)
Armigeres (Leicessteria) annulipalpis (Theobald). Thurman, 1959, Univ. 
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Figure 1. Armigeres annulipalpis (A-E, G, H) and Armigeres flavus (F, I-O): A, adult female (lateral 
aspect); B, female abdominal sterna ; C, female abdominal terga; D, male abdominal sterna; E, structure 
of male genitalia (ventral aspect); F, adult male (lateral aspect); G, male foreunguis; H, male mid (left) and 
hindunguis; I, female abdominal sterna ; J, female abdomen (lateral aspect); K, female abdominal terga; 
L, male abdominal sterna; M, male foreunguis; N, male mid (left) and hindunguis; O, structure of male 
genitalia; Gs, gonostylus; Gc, gonocoxite; BML, basal mesal lobe; PH, phalosome.  Scales: mm.

Maryland Agr. Exp. Sta. Bull. A-100; 100 ♀, ♂, L; Macdonald, 1960, Stud. Inst. 
Med. Res. Malaya no. 29: 126 (♀, ♂, L). 

Description 

Female (Fig. 1A-C) － Head: Occiput and vertex covered with flat, broad, dark 
scales, with a central patch of pale broad scales. Two dull yellow inter-ocular 
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setae and 3, 4 dark setae on ocular line. Postgena (in lateral view) with pale scale 
patch, divided by dark scale patch. Proboscis, ca 1.75 mm. Maxillary palpus ca 
1.0 mm with pale scales on dorsum of the 2nd segment and with a distinct ring 
of white scales at the base of 3rd segment. Clypeus with pale scale patches on 
outer surface; inner surface of pedicel and first segment of flagellomere with 
pale scales. Anntena ca 2.0 mm long. Thorax: Integument dark brown. Scutum 
covered with narrow, curved, light brown and golden scales, produced somewhat 
forwards over the head (Fig. 1A). Median prescutellar with several white scales. 
All lobes of scutellum with patch white and dull yellow broad scales. Antealar 
area from lateral scutal fossal to wing root with a line of white broad patch. 
Antepronotal lobe covered closely with white broad scales and with several well 
developed setae; postpronotal lobe with dull yellow broad scales above and white 
broad scales below. Paratergite with several brown setae and white scales. Upper 
proepisternal, subspiracular and postspiracular areas, mesokatepisternum and 
mesanepimeron with patch of white scales; all these areas with 1-3 dull yellow 
setae. Legs: Forefemur, ca 1.75 mm. All coxae with a patch of white scales and 
yellowish setae on anterior side; all femora (Fe-I－III) dark dorsally with white 
scales on both basal and apical ends; hind femur with a dull white ventral line 
on basal 0.74. All tibiae (Ti-I－III) dark with white basal scale spots on both 
anterior and posterior parts. All tarsal segments (Ta-I－III1－5) with narrow basal 
rings, faintly on Ta-I4, 5. All ungues (U-I－III) equal in size, without submedian 
teeth. Wing: Length ca 3.00 mm. Cell R2 ca 1.8 times the length of its stem; alula 
with a row of small scales; upper calypter with a row of hair-like scales; halter, 
capitellum dark, rest light in colour. Abdomen: Length ca 3.25 mm. Sterna (Fig. 
1A, B) I, II all white; III－VI white basally with black apical band; VII yellow 
basal and white mingled with black apical parts; VIII mostly yellow scaled. Terga 
(Fig. 1A, C) II with white scale spot on dorso-central part; lateral white markings 
on terga II－VII curved to the dorsum but do not join to form complete bands; 
lateral yellow brown scales on base of IV－VIII; VI－VIII almost covered with 
yellow scales dorsally.  

Male (Fig. 1D, E, G, H) － Resembles the female except in the following 
characters. Head: Proboscis, ca 1.9 mm. Palpus, ca 2.1 mm, longer than 
proboscis. 2nd segment long with narrow basal white ring and wide median white 
ring; 3rd and 4th segments each with baso-ventral white spot. Antenna, ca 1.75 
mm. Thorax: Postpronotum with numerous narrow pale scales on upper half; pale 
scales in lower half are slightly broader. Paratergites are entirely covered with 
white scales. Abdomen: Ornamentation as in female (Fig. 1D). Legs: Forefemur, 
ca 1.75 mm. Foreunguis (U-I) much larger than mid (U-II)- and hindungues 
(U-III), unequal, larger one with submedian small tooth; mid and hindungues 
small, equal, without submedian tooth (Fig. 1G, H). Wing: Length ca 2.75mm. 
Genitalia (Fig. 1E): Tergum IX with apical area partly sclerotized and divided 
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Figure 2. Pupa of Armigeres annulipalpis.  A, metathoracic wing (MtW) and abdomens I―VI; B, 
trumpet; C, part of cephalothorax (CT); D, seta 1 of segment I; E, abdominal segments VII ―IX and 
paddle (P).  Scales: mm.
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into two lobes by a shallow U shaped depression with 8-15 fine setae on each 
lobe. Sternum IX broad with many scales entirely and with 20-25 fine setae on 
apical margin.  Gonocoxite (Gc): 3.2 as long as its breadth at center, lateral and 
ventral aspects with many long setae and scales; basal dorsomesal lobe (BML) 
with a row of 4 or 5 graded spines, the inner apical one longest; gonostylus (Gs) 
ca 0.5 as long as the gonocoxite, comb of 7 teeth in a row, apical one spinelike 
larger than the other blant teeth. Phallosome (PH) round.

Pupa (Fig. 2, Table 1) － Cephalothorax (Fig. 2C): Yellow to light brown 
pigmentation. Trumpet (Fig. 2B), 0.5 mm, index 3.3. Setae 1-CT single or 
double, longer than others. Abdomen: Length ca 4.25 mm; segments I－VIII 
with very fine spicules; seta1-I (Fig. 2D) long, fanlike with 4 main branches; 1-II 
conspicuous forked with several branches; 3-II, III and 5-IV, V long, single; seta 
6-VI long, usually single; 9-VII, VIII long with fine aciculate branches. Paddle: 
Length ca 0.75 mm lightly pigmented except at base, with midrib from base to 
apex and with marginal filamentous spicules; seta 1-P single, very fine. Genital 
lobe: Extending to ca 0.57 of paddle in male, to 0.25 of paddle in female. 

Fourth-instar Larva (Fig. 3, Table 2) － Head (Fig. 3A): 0.96 mm as long as the 
width; light yellow-brown in colour except area around mouth and collar which 
are slightly darker; dorsomentum (Fig. 3D) with a strong median tooth and with 
7 or 8 teeth on each side. Seta 1-C small, single, tapering; 9-C long with usually 
2 branches.  Antenna: Integument smooth, yellow in colour, length about 0.26 
of head; shaft about the same breadth from base to apex, seta 1-A single at 0.6 
from base. Thorax (Fig. 3C): Seta 1-P long, usually single; 3-M usually long 

2−4

Numbers in front and in parentbesia are shown frequent setal branches and range of variation respectively
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Figure 3. Fourth-instar larva of Armigeres annulipalpis.  A, head; B, abdominal segments I―VI; C, 
thorax; D, dorsomentum; E, abdominal segments VII, VIII, X and siphon (S), and comb scales (CS).  
Scales: mm.

A 

B 

C 

D 

E 

0.5 

0.1 

0.1 

Ar. annulipalpis 

2 

4 

5 

6 

2 

3 

5 

6 

9 
0 

1 

7 

1 

2 

3 
4 

5 

7 8 

13 12 

10 

9 

11 

12 
10 

1 
2 

3 4 

6 

6 

7 

8 
9 

1 

13 

11 

12 

P 

M 

T 

1 

3 

4 

5 

6 
7 

11 

13 

10 

1 

6 
4 

7 

8 
9 

10 

13 

12 

14 

15 

1 

2 

3 

I 

II 

III 

IV 

V 

VI 

VII 

VIII 

X 

S 

4 

5 

8 

9 

7 
10 

11 

12 

8 

6 

6 

5 

4 

3 

1 

2 

9 

7 

13 

11 

12 

8 

8 

4 

1 

8 

6 
5 

4 
3 2 

6 

5 
4 3 

1 
2 

9 

7 

10 13 

12 

10 

13 
12 

9 7 

10 
13 

12 

9 

7 13 11 

12 

2 1 
3 

4 5 
6 8 

2 

3 

5 

1 

1 

3 

2 

4 

a b 
c 
d e 

3 

C 

1 
14 

10 

5 

10 2 

5 

12 

1 

11 

4 

11 
8 

6 

13 

9 

7 

9 

11 

A 

CS 



Journal of Science and Technology in the Tropics12

and single, sometimes short with 2 or 3 branches; 5-M long, single or double; 
8-M long, 2－5 branched; setae 9, 10-M long, double; 9, 10-T long double or 
triple branched; 7-T long, 2－5 branched. All these setae more or less aciculated. 
Abdomen (Fig. 3B, E):  Setae 1-I conspicuous, forked with 4－9 branches; 6-I, 
II large, usually 3－6 branched; 6-III double; 6-IV, 3, 4 branched; 7-I long, 2, 3 
branched; 7-II long, 2－4 branched; 13-IV, V long, single; 3-VIII well developed 
with 5－7 branches. All these setae more or less aciculated. Comb scales (SC) 60-
100 in a triangular patch; individual scales paddle-shaped with spicules on apical 
margin (Fig. 3E). Saddle incomplete, pigmented brown; anal papilla long-oval 
with rounded apices. Siphon: Length 0.8 mm, index 1.5; seta 1-S 1－3 branched 
arising about 0.32 from apical end.  

Taxonomic Discussion  

In larva, seta 1-C is small, single or double; antennal seta 1-A is single, inserted 
slightly beyond the midway point; thoracic seta 3-M is small, single or double; 
abdominal seta 6-I are 3－6 branched, 6-II 3－5 branched. Comb teeth are 
arranged in a patch of more than 60, each is uniformly fringed apically.  
The adult of the species is characterized by abdominal terga II with a median 
basal white patch and female palps with clear central white ring. On the basis 

2−6

instar
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of the male genitalic characters, this species resembles Armigeres (Leicesteria) 
traubi Macdonald from Selangor Malaysia. We examined holotype (♂), No. 
0555/8, Selangor, Ulu Gombak, 18 March, 1953 (W.W. Macdonald) of Ar. traubi 
in the British Museum in 1996. It can be distinguished from Ar. annulipalpis 
by the thorax moderately laterally compressed forwards over the head and the 
ornamentation of abdominal terga and sterna. 

Biological notes

The larvae of Ar. annulipalpis were found often associated with Armigeres 
pectinatus (Edwards) in green living bamboo stumps and splits in lowland bamboo 
forest in Sarawak.  Nothing is known of biting habits.  

Distribution

China, India, Indonesia, Myanmar, Thailand and Malaysia.

Armigeres (Leicesteria) flavus (Leicester)
(Figs. 1F, I-O, Figs. 4, 5; Tables 3, 4)
Armigeres (Leicesteria) flavus (Leicester). Thurman, 1959, Univ. Maryland Agr. 
Exp. Sta. Bull. A-100; 100（♀, ♂, L); Macdonald, 1960, Stud. Inst. Med. Res. 
Malaya no. 29: 126 (♀, ♂, L). 
 
Female (Fig. 1I－K) － Head: Occiput and vertex covered with flat, broad, dark 
scales, with a central small patch of pale broad scales and with many upright 
scales; a row of several yellowish ocular and inter ocular setae. Proboscis 
uniformly dark, ca 3.0 mm, with a ventral line of dull pale scales on the whole 
length. Maxillary palpus ca 1.25 mm, ca 0.44 length of proboscis, dark, without 
pale spot and ring. Clypeus dark without pale scale; pedicel and first segment 
of flagellomere yellowish with pale scales. Anntena ca 3.0 mm long. Thorax:  
Integument dark brown. Scutum not produced forwards over the head, covered 
with closely narrow, curved, pale scales. Median prescutellar and all lobes of 
scutellum covered with white scales; anterior pronotal with white scales and pale 
setae; postpronotal lobe with pale narrow scales above and white broad scales 
below; paratergite with a patch of white scales; upper proepisternal, subspiracular 
and postspiracular areas, mesokatepisternum and mesanepimeron with large patch 
of white scales; upper and lower mesokatepisteral areas with a vertical row of 
about 20 pale setae; prealar knob with about 10 pale setae. Postnotum with setae 
and pale scales. Legs: All coxae with a patch of white scales and yellowish setae on 
anterior side. Forefemur, ca 3.5 mm. All femora dark dorsally and white ventrally. 
Tibiae with a line of pale scales on underside; hind tibia distinctly shorter than 
fore and midtibiae; hind tarsus with clear rings, fore and mid tarsi with faint pale 
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rings at the basal segments, indistinct on the more distal segments. Fore and mid 
ungues equal and toothed, hind unguis smaller, equal and simple. Wing: ca 4.50 
mm; cell R2 ca 1.8 times the length of its stem. Abdomen: Length ca 4.0 mm. 
Sterna yellowish-white scaled, with few scattered brownish scales on posterior 
segments (Fig. 1I). Terga II－VI dark brown, each segment with a narrow apical 
patch of pale yellow scale band, VIII covered mostly with pale yellow scales; 
lateral patches of white scales which do not extend to the dorsum (Fig. 1J, K). 

Male (Fig. 1F) － Resembles the female except in the following characters. Head: 
Proboscis, ca 3.0 mm; palpus, ca 3.4 mm, with 3 clear pale rings. Antenna, ca 2.3 
mm. Abdomen: ca 6.5 mm with many fine setae on sternal segments; coloration 
and banding as in female. Wing: Length ca 4.6 mm. Legs: Forefemur, ca 3.2 
mm. Foreunguis unequal, the larger one toothed; midunguis equal and toothed; 
hindunguis equal and simple (Fig. 1M, N). Genitalia (Fig.1O): Tergum IX shaped 
depression with usually 10-15 setae on each lobe. Gonocoxite (Gc) long, ca 2.3 as 
long as its breadth at center, with long setae and scales on lateroventral surface. 
Basal dorsomesal lobe (BML) with a row of 3 or 4 blunt spines. Gonostylus (Gs) 
slightly expanded apically, with 5 or 6 long blunt teeth. Phallosome (PH) long 
oval.
       
Pupa (Fig. 4, Table 3) － Cephalothorax (Fig. 4C): Yellow to light brown 
pigmentation. Trumpet (Fig. 4B), 0.55 mm, brown pigmentation, index 2.5. 
Setae 1, 3-CT usually single, 7-CT 2－４branched, longer than others; 11-MtW 
single, longer than 10, 11-MtW. Abdomen (Fig. 4A, E): Length ca 6.0 mm. Dorsal 
integuments in segments I－VIII with very fine wrinkles. Seta 1-I long, fanlike 
with 7-17 main branches (Fig. 4D); 1-II－IV conspicuous with many branches; 
3-II, III and 5-IV, V long, usually single; seta 6-VI well developed single or 
double, rarely small with 8 branches; position of setae 1, 2, 3-VI variable, usually 
1, 2 and 3 but rarely 2-VI laterad of 3 and mesad of 1; 9-VII and -VIII long with 
7－12 and 7－17 aciculate branches. Paddle: Length 1.5 mm, lightly pigmented 
except at base, with midrib from base to apex and with marginal filamentous 
spicules; seta (1-P) single, very fine, filamentous. Genital lobe: Extending to ca 
0.58 of paddle in male, to 0.4 in female. 

Fourth-instar Larva (Fig. 5, Table 4) － Head (Fig. 5D): 1.0-1.2 mm, as long as 
or little shorter than the width. Light yellow-brown in colour except area around 
mouth and collar which are dark; dorsomentum (Fig. 5C) with a strong median 
tooth and with 5 or 6 teeth on each side. Seta 1-C long, single, arising from a 
stout tubercle (Fig. 5E); 9-C long, double branched; Antenna: Integument smooth, 
yellow in colour, length about 0.20 of head; shaft about the same breadth from 
base to apex; 1-A at 0.32 from the base. Additional seta (no number) with 5－10 
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Figure 4. Pupa of Armigeres flavus.  A, metathoracic wing (MtW) and abdomens I―VI; B, trumpet; 
C, part of cephalothorax (CT); D, seta 1 of segment I; E, abdominal segments VII―IX and paddle (P).  
Scales: mm.
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Figure 5. Fourth-instar larva of Armigeres flavus.  A, thorax; B, abdominal segments I−VI; C, 
dorsomentum; D, head; E, arrangement of head setae 1; F, abdominal segments VII, VIII, X and 
siphon (S), and comb scales (CS).  Scales: mm.
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branches situated near seta 11 (Fig. 5D). Thorax (Fig. 5A): Seta 1-P long, single; 
5-M long, single; 8-M long, 2, 3 branched; 7-T long, usually double branched. 
All these long setae more or less aciculated. Abdomen (Fig. 5B, F): Setae 1-II－V 
long, single; 1-VI 2, 3 branched; 1-VII 1－3 branched; 6-I long, 2, 3 branched; 
6-II long, 1-3 branched; 6-III, IV single or double; 6-V, VI single; 7-I, II long 
double; 13-IV, V long double. All these setae more or less aciculated. Comb scales  
(SC) 6－15 in an irregular row, each scale frayed evenly towards the tip (Fig. 5F). 
A large dorsal plate (saddle) and an additional ventral sclerotized plate in segment 
X. Anal papilla long-oval with rounded apices. Siphon: Short and stout, 0.6 mm, 
index 1.35; seta 1-S fine 1 or 2 branched arising about 0.27 from apical end.  
       
Distribution  

India, Bangladesh, Myanmar, China (Yunnan), Cambodia, Laos, Vietnam, 
Thailand, Indonesia, Malaysia (East and West), Philippines and Taiwan.

Taxonomic discussion

Armigeres flavus is unique, easily distinguished from other members of the 
subgenus Leicesteria. In the adults, thorax is not markedly compressed laterally 
nor produced forwards over the head. Hind tibia is distinctly shorter than fore tibia 
and hind tarsi with narrow basal pale rings. Upper and lower mesokatepisteral 
areas have a vertical row of about 20 pale setae. Abdominal terga II－VI have 
median yellowish-white scale patches at apical margins and white lateral 
patches; the sterna is white with scattered brownish scales on posterior segments. 
Postpronotum has several minute pale setae on the apex. In male genitalia, the 
basal dorsomesal lobe has a row of 3 or 4 blunt spines and the gonostylus has 5 or 
6 long blunt teeth. In pupa, abdominal setae 9-VII and -VIII are well developed 
with 7－12 and 7－16 aciculated branches. In larva, seta 1-C is long and single 
arising from a stout tubercle and comb with 6－15 teeth arranged in a patch (or 
irregular row), each expanded into many thin points. Abdominal segment X has 
dorsal (saddle) and additional small ventral sclerotized plates.  
Thurman [1] recognized the subgenus Leicesteromyia Brunett for Armigeres 
flavus (Leicester, 1908) = Chaetomyia flavus Leicester, 1908 but Ar. flavus is 
treated as one of the members of Leicesteria by Macdonald [2] and Delfinado [3]. 
  
Biological notes

The larva of the species is large, fat and creamy white. We commonly found the 
larvae in great numbers at accumulation of very turbid water in young bamboo 
stumps, and frequently associated with Armigeres kuchingensis Edwards and 
Armigeres confusus Edwards in fallen split bamboos and artificial containers with 
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foul water at Bario and Matang National Park, Sarawak. The unusual egg-laying 
behaviour of Ar. flavus has been described [2, 10, 11] in Gombak, Malaysia. The 
female held an egg raft tightly between her tibiae and the 1st tarsomeres of both 
hid legs with the junction of tibiae and 1st tarsi bent down during the incubation 
period. It is a daytime biter in the forest. 
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Abastract  The Peninsular Malaysia taxon of Bandicota indica has a standard 
complement of 44 chromosomes, with medium-sized subacrocentric X and small 
submetacentric Y chromosomes. The present study reveals variation in the size and 
morphology of the X-xhromosome in B. indica with 2n = 44. The difference in size of the 
X-chromosome is attributed to variation in constitutive heterochromatin. Excepting the 
X-chromosome, the karyotype of the Malaysian taxon is similar to the Indian B. indica 
nemorivaga with 2n = 44. It differs from the Thailand taxon in the number of biarmed 
and uniarmed autosomes. A male specimen (with 45 chrosomes) of the Malaysian 
taxon possessed a supernumerary (B) chromosome which is identical to that reported 
in B. indica nemorivaga.
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heterochromatin – Angiostrongylus cantonensis – rat lungworm 

INTRODUCTION

The large bandicoot rat, Bandicota indica (Bechstein) is a member of the Muridae 
[1]. It occurs in Sri Lanka, India, Bangladesh, lowlands of Nepal through Myanmar, 
southern China, Hong Kong, Laos, Vietnam, Thailand, Peninsular Malaysia, 
Taiwan and Java [2]. The populations in Peninsualr Malaysia (states of Perlis and 
Kedah), Java and Taiwan are probably introductions.

Bandicota indica is one of some 17 species of murid rodents which are the final 
or definitive hosts of the rat lungworm Angiostrongylus cantonensis, the causative 
agent of human angiostrongyliasis in Southeast Asia and the Asia Pacific [3]. It has 
been incriminated in China [4], India [5], Indonesia [6], Sri Lanka [7], Taiwan [8] 
and Thailand [9]. It is also a carrier of other pathogens such as hantavirus [10, 11] 
and Leptospira [12].

Bandicoot rats are an important food source among some people in Thailand. 
In view of its importance in public health, we investigated various aspects of the 
genetics of the host (B. indica) and the parasite. We report here the sex-chromosome 
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constitution and supernumerary chromosome in B. indica from Peninsular 
Malaysia.

MATERIALS AND METHODS

The large bandicoot rat B. indica was trapped in the rice fields of Kedah, Peninsular 
Malaysia. Two male and one female specimens were used for chromosome study. 
The bandicoot rats were treated with 0.01% (w/v) colchicine in RPMI for 1 h. Bone 
marrow of tibia and femur was used for chromosome preparation by the air drying 
technique [13]. Briefly, the colchicine-treated bone marrow cells were treated with 
0.56% KCl solution for 30 min, then fixed in 3:1 ethanol:acetic acid preservative 
(three changes). The final cell suspension was  used for immediate chromosome 
preparation or stored in deep freezer until needed. The metaphase chromosomes 
were stained with 2% Giemsa for conventional karyoptype, or treated with trypsin 
for G-banding and C-banding [14, 15]. At least 20 well-spread metaphases of each 
specimen were photographed under oil immersion for karyotype analysis [16].

RESULTS AND DISCUSSION

The bandicoot rats, genus Bandicota, are represented by three species – B. 
bengalensis, B. indica and B. savilei [1, 2]. The Peninsular Malaysia taxon of the 
large bandicoot rat belongs probably to B. indica siamensis [17].

In the large bandicoot rat, the subspecies B. indica indica has 2n = 42, with 
large submetacentric X and Y chromosomes [18, 19]. The subspecies B. indica 
nemorivaga has 2n = 44, with large submetacentric X and small submetacentric Y 
chromosomes [19, 20]. B. i. nemorivaga has also been reported to possess as many 
as three supernumerary (B) chromosomes [20].

The Thailand taxon of B. indica had been reported to possess 2n = 46 [21]. 
More recently, a female B. indica was reported to possess 44 chromsomes, and 
a male with 45 chromosomes [22]. The X-chromosome was submetacentric and 
the Y acrocentric. There were 26 biarmed autosomes with the rest acrocentric. 
Due to the poor quality of the chromosome preparation, the extra chromosome in 
the male could not be determined and was suggested to be due to Robertsonian 
translocation, X-autosome translocation or B-chromosome.

In the present study of the Peninsular Malaysia taxon of B. indica, one male 
and one female had 44 chromosomes, while one male had 45 chromosomes. 
The extra chromosome in the 45-chromosome complement was a small biarmed 
(metacentric) element (Fig. 1). This supernumerary (B) chromosome is identical to 
that reported in B. i. nemorivaga [20]. It therefore renders support to the assumption 
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Figure 1. Metaphase of a male Bandicota indica from Peninsular Malaysia 
with 44 + 1B chromosomes. The subacrocentric X-chromosome is distinctive 
in the complement.

Figure 2. Trypsin G-banded metaphase of a male Bandicota indica 
with 44 chromosomes from Peninsular Malaysia. Three distinct 
bands are present on the X-chromosome.
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that the 46-chromosome complement reported for the Thailand taxon consisted of 
two supernumerary chromosomes  [19, 21]. In view of this, the 45-chromosome 
complement of the Thailand specimen [22] could be reasonably attributed to the 
occurrence of B-chromosome. However population study is needed to resolve 
this. For example, the occurrence of B-chromosomes in the house rat Rattus rattus 
was clearly demonstrated through population cytogenetic study [23]. Likewise, 
population study could also reveal the occurrence of Robertsonian translocation, 
e.g. in R. rattus [24] and Suncus murinus [25]. 

The autosome complement of the Peninsular Malaysia taxon of B. indica is 
similar though not identical to that of B. i. nemorivaga from India, with 14 pairs of 
biarmed and 7 pairs uniarmed (acrocentric) elements (Fig. 1). It is quite different 
from the Thailand taxon with 10 pairs [21] or 8 pairs [22] of acrocentric autosomes. 
The difference between biarmed and uniarmed chromosomes could be due to 
pericentric inversion, for example, in the house rat R. rattus [26].

In the present Malaysian material, the X-chromosome is a medium-sized 
subacrocentric element (Fig. 1). It differs from the large submetacentric X reported 
in the Indian taxon B. i. nemorivaga [19, 20]. C-banding also does not show a 
heterochromatic block in the very short arm of the subacrocentric X. Whether it 
is identical to the X-chromosome of the Thailand taxon of B. indica cannot be 
ascertained as the published karyotype was rather poor.

It is tempting to infer that the long arm of the X-chromosome in the 
Malaysian B. indica corresponds to the long arm (non-heterochromatic arm) of 
the submetacentric X in the Indian B. i. nemorivaga. G-banding of the Malaysian 
specimens shows three dark bands (Fig. 2). Whether the X-chromosome of B. i. 
nemorivaga consists of two or three bands cannot be discerned in the published 
karyotypes [19, 20].

The Y-chromosome in the present Malaysian material is a biarmed element  
(Fig. 1, 2). It is similar to that reported for the Indian B. i. nemorivaga. It is 
uniformly stained in C- and G-banded metaphase (Fig. 2). The Y-chromosome in 
the Thailand B. indica is, however, acrocentric [21, 22]. The difference between the 
biarmed and uniarmed Y-chromosome could be due to pericentric inversion.

It is evident that B. indica with 2n = 44 exhibits variation in the size and 
morphology of the X-chromosome. The larger size in the Indian B. i. nemorivaga 
is due to the presence of a totally heterochromatic short arm in its submetacentric 
X-chromosome [20]. Such variation in the size and morphology of the 
X-chromosome as a result of variation of constitutive heterochromatin, has also 
been reported in B. bengalensis [27]. Geographic and intraspecific variation in the 
sex chromosomes have been reported in other mammals, e.g. B. bengalensis [27, 
28] and S. murinus [29].

It is noteworthy that the 2n = 44 B. indica is characterized by the presence 
of supernumerary chromosomes, while no such accessory chromosome has been 
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reported for the 2n = 42 taxon. In the present study, a pair of the small biarmed 
autosomes in the Malaysian taxon is heterochromatic when C-banded and darkly 
stained when G-banded (Fig. 2). Assuming taxonomic identification of all the taxa 
is correct, this calls for more thorough investigation to determine whether the 2n = 
44 taxa of B. indica have arisen due to the incorporation of a pair of supernumerary 
chromosomes into the standard complement with 2n = 42. In addition, other 
approaches such as DNA sequences, should be pursued to determine the genetic 
relationship of the various taxa.
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Abstract  Nonlinear dust acoustic dressed soliton is studied in a four component dusty 
plasma. Superthermal distributions for electrons are considered. The Korteweg-de 
Vries (KdV) equation is derived by using reductive perturbation technique. A higher 
order inhomogeneous differential equation is obtained for the higher order correction. 
The expression for dressed soliton is obtained by the renormalization method. The 
expressions for higher order correction are determined by using a truncated series 
solution technique.
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inhomogeneous differential equation – renormalization method – dressed soliton 

INTRODUCTION

Dusty plasma research is one of the most rapidlly growing areas in plasma physics. 
Usually the dust grains are of micron or sub micron size but their masses are very 
large. Non-linear phenomena like solitons, shocks and vortices in dusty plasma 
have been studied theoretically and experimentally by several investigators [1-11]. 
Recently, it is reported that dust acoustic waves (DAW) [4-5] and dust ion acoustic 
waves (DIAW) [6-7] are also present in dusty plasma and these wave phenomena 
attract many researchers to work in these fields. Most of the investigators consider 
three component dusty plasma system for their research and these three components 
are electrons, ions, and negatively charged dust grains[12-14]. However, it has 
been found that positively and negatively charged dust grains can co-exist in space 
[15-17] and in laboratory plasmas [18]. Therefore, it is suggested to investigate the 
nonlinear behaviours of DAW and DIAW by considering four component dusty 
plasma that consists of electrons, ions, and positively and negatively charged dust 
grains.
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Most studies of waves in dusty plasmas are based on assumption of a 
Maxwellian distribution function for the plasma particles. The Maxwellian 
distribution is the most popular plasma particle distribution and has become the 
default distribution when the detailed distribution function is unknown. However, 
it has been observed that in real plasma systems the particles distribution deviate 
from Maxwellian distributions [19-21]. In theoretical models, when Maxwellian 
distribution is used to explain or to predict different waves and instabilities, the 
results do not give quantitative fits with observations [22-24]. This means that 
Maxwellian distribution is not a realistic distribution under all circumstances 
and other distribution such as kappa [25] fits better for observed results in the 
space plasmas. A series of observations [26-28] of space plasmas indicate clearly 
the presence of superthermal electron and ion stuctures in astrophysical plasma 
environments; due to the effect of external forces acting on the natural space 
environmental plasmas, or due to the wave-particle interaction that ultimately 
leads to kappa like distributions. As a consequence, a high energy tail appears in 
the distribution function of the particles.

It is well known that solitons in plasma are mostly studied with the  
framework of Korteweg-de Varies (KdV) equation or (Kodomstev-Petviasville) 
KP equation. Tailor et al. [29] have shown that ion acoustic solitons in the KdV 
or KP description do not match very well with the experimental observations. 
Several modifications in theory have been proposed [30-31] in order to give a 
more accurate prediction of the dynamics of the soliton. One such modification 
is to include the higher order perturbation corrections in velocity, amplitude, and 
width to the KdV soliton [32-38]. This gives an improved solution called the 
dressed soliton which is supposed to give a better agreement with experimental 
observations. It appears that in order to obtain the non secular solution of dressed 
soliton by the renormalization method [38] most authors [32-35] have used the 
method of variation of parameters to obtain the particular solution. 

Recently, a new method of truncated series solution has been developed to 
obtain the solution of the dressed soliton [36]. Chatterjee et al. [37-39] have also 
obtained the dressed soliton for different quantum plasma models. In our present 
work, we have used the same procedure to obtain the expression for dressed  
soliton. Here we consider a four component unmagnetized dusty plasma system 
consisting of superthermal electrons, Boltzmann distributed ions, and also 
positively and negatively charged dust grains. Using the reductive perturbation 
technique (RPT), we derive the KdV equations and a linear inhomogeneous 
equation (higher order KdV type), which govern the evolution of the first and 
second order potentials, respectively. The nonsecular solution is obtained using  
the renormalization method of Kodama and Taniuti [40].
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BASIC EQUATIONS

The basic equtions are: 
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where 1n  and 2n  are the number densities of the negatively and positively charged 

dust grains normalized by their equilibrium values n10 and n20 respectively, 1u  and 
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or protons residing on a negative and positive dust particle respectively. eκ is kappa 
distribution of electrons, iT  and eT  are ion and electron temparatures respectively, 

Bk  is the Boltzmann contant and e is the charge of the electrons. 
     Now, we derive the Korteweg-de Vries (KdV) eqaution from Eqs. (1)-(5) 
employing the reductive perturbation technique. The independent variables are 
stretched as )(= 1/2 tvx o−εξ , t3/2= ετ  and the dependent variables are expanded 
as: 

        ,1= (3)
1

3(2)
1

2(1)
11 ++++ nnnn εεε  (6)

        ,1= (3)
2

3(2)
2

2(1)
22 ++++ nnnn εεε  (7)

        ,0= (3)
1

3(2)
1

2(1)
11 ++++ uuuu εεε  (8)

        ,0= (3)
2

3(2)
2

2(1)
22 ++++ uuuu εεε  (9)

σ



Journal of Science and Technology in the Tropics32

   ++++ (3)3(2)2(1)0= ψεψεεψψ  (10)
Here ε  is a small nonzero parameter proportional to the amplitude of the 
perturbation. Now, considering the stretched variables and subtituting Eqs. (6)-
(10) into Eqs. (1)-(5) we obtain in the lowest order of ε  the distorsion relation as: 

     

€ 

V0
2 = [1+ (1− mi + me )αβ](2κe −1)

mi(2κe −1) + meσ (2κe +1)    
(11)

In the next higher order of ε , we eliminate the second order perturbed quantities 
from a set of equations to obtain the required KdV equation. 

     
0.=3

(1)3(1)
(1)

(1)

ξ
ψ

ξ
ψψ

τ
ψ

∂
∂+

∂
∂+

∂
∂ BA    (12)

where the nonliner coefficient A and the dispersion coefficient B are given by 
                                                              
                                                                          (13) 

                      
(14)

Equation (12) describes the nonlinear propagation of DASWs in a four component 
dusty plasmas in the presene of superthermal electrons.

Next we determine the higher order nonlinear and dispersion effects of the 
KdV equation. We start by equating the next higher order terms in ε  and after 
some standard algebra, we obtain the differential equation for the higher order 
correction (2)ψ : 
     
  
  
  
                                                                                                                (15) 
 
where L, M, N and P are given in the appendix. Equation (15) is a linear 
inhomogeneous differential equation in (2)ψ  whose source term is given as a 
function of (1)ψ .  In the next section, we determine the non-secular solution for 

(2)ψ (for details see [36]).

SOLUTIONS

We use the method of renormalization developed by Kodama and Taniuti [40] to 
obtain a nonsecular solution for (2)ψ . Equation (12) is modified as: 

εψ

.
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while the inhomogeneous Eq. (15) for (2)ψ becomes 

  
                                                                                       

(17)

The parameter δλ in Eqs. (16) and (17) is introduced in such a way that the 

secular (resonant) term in 匀⠀礀
縀 ⠀⤀

⤀ is canceled by the term . A new 
stationary frame variable η  is introduced as: 
                                     (18)
where                           , and X  is the Mach number. Using (18) in (16) and integrating 

using boundary conditions that 礀
縀 ⠀⤀

 and its derivatives vanish as η → ± ∞ , we 
obtain the stationary renormalized solitary wave solution of Eq. (16), given by (up 
to 1st order in λ ) as: 

      (19)
where 

   
,3=0 A

λψ
   

(20)

       
(21)

Now using (18)-(21) in (17), integrating with respect to η , under the boundary 

conditions that  and its derivatives vanish as η → ± ∞  and removing the 
secular terms, we obtain a second order inhomogeneous differential equation for 

 which is 

      
(22)

where 32 , AA  are given in the appendix and δλ is given by 

       (23)

Equation (22) is a second-order inhomogeneous differential equation whose 
solution can be written as:

η=ξ−(λ+δλ)τ,
(λ+δλ)= X− 1

(16)
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    (24)

where  is the complementary function and is the particular solution. 
Following Refs [32-39], it can be shown easily that the complementary function

 has no role in the second order correction , while the particular integral 
does. A series solution method developed by Chatterjee et el. [36] is adopted to 

determine , where  is defined as a truncated power series

      
(25)

and it is a particular solution of the Eq. (22). The matching parameter K  can be 
determined after equating the highest power of seachξ that arises in the left and 
right hand side of Eq. (22) after substitution. A simple calculation would show that 

2=K . Therefore, the appropriate series that solves Eq. (25) is expressed as:

    (26)

where 1a  and 2a  are given by 

   ),
3
2(1= 321 AAa +

λ
,   (27)

   .
2

= 3
2 λ

Aa −    (28)

Using Eqs. (19), (24) and (26), the stationary one soliton solution up to second 
order in λ  for a four component superthermal dusty plasma is finally given by: 

      (29)

The amplitude of the KdV soliton that includes the second order contribution , 

the amplitude of the dressed soliton that includes the second order contribution  

and the width  of the dressed soliton are then given below: 

   ,    (30)

   ,    (31)

       (32)
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RESULTS AND DISCUSSION

Equation (19) gives the renormalized KdV soliton whose amplitude and widths 
are given by Eqs. (20) and (21), respectively. Equation (26) represents the higher 
order correction to KdV soliton whose speed is λ + δλ  and amplitude and width 
are given by Eqs. (31) and (32). The solutions of Eqs. (16) and (17) are obtained by 
the method of renormalization [38]. Although several investigators ([32-35]) have 
used the method of variation of parameters to find the particular solution of the 
higher order correction, we chose a simpler technique by considering the particular 
solution as a truncated power series of                       [36].
  The dust acoustic dressed soliton in four component plasma with superthermal 
electron is considered.  The effects of higher order nonlinear terms on solitons are 

illustrated by plotting the KdV soliton (dotted line),       the higher order correction 

(dashed line)       and the dressed soliton (solid line)      vsη as shown in Figure 1(a). 
The other parameters are 0.3=λ , 0.5=im , 0.5=em , 0.15=σ , 1=α , 1=β , and 

1.5=κ . It is seen that the amplitude of the higher order correction (dashed line) 
is smaller than the the amplitude of KdV soliton (dotted line). The dressed soliton 
(solid line)     vs η  for 1000=κ  is as shown in Figure 1(b). The other parameters 
are same as in Figure 1(a). The amplitude of the dressed soliton (solid line)     is 

found to be larger than the amplitude of the KdV soliton (dotted line)        . Also the 
amplitude of KdV soliton is larger than the amplitude of higher order correction 
(dashed line). From the perturbation theory it is known that one can only consider 
the higher order correction if . On the contrary, non-physical 

solution is obtained if .  So Figure 1(a) and (b) are physical. 

   

Figure 1. The KdV soliton (dotted line) (1)ψ , the higher order correction (dashed line) (2)ψ  and 
the dressed soliton (solid line)ψ are plotted against 
η . Top: 1(a) 1.5=κ , 0.3=λ , 0.5=im , 0.5=em , 0.15=σ ,

  1=α  and 1=β . Bottom: 1(b) 1000=κ , 0.3=λ , 0.5=im , 
 0.5=em , 0.15=σ , 1=α  and 1=β .
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Figure 2(a) has been plotted to observe the effect of different parameters on 
the amplitudes of solitons. In this figure the amplitude of KdV soliton (dotted line) 

      , the amplitude of dressed soliton (solid line)    and the amplitude of higher 

order correction(dashed line)     are drawn aganistκ . The other parameters are 
0.3=λ , 0.5=im , 0.5=em , 0.15=σ , 1=α and 1=β . It is seen that the amplitude of 

KdV, the amplitude higher order correction and the amplitude of dressed soliton 
decreses rapidly and then increses slowly with the increse ofκ througout the 
region. But the amplitude of higher order correction never exceed the amplitude 
of the KdV soliton. So the dressed soliton is physical for all values ofκ . 

   

         

 

 

Figure 2. Top: 2(a) The amplitudes of the KdV soliton (dotted line) (1)ψ ,
the higher order correction (dashed line) (2)ψ  and dressed soliton (solid line) 

ψ  are plotted against κ . The other parameters are 0.3=λ , 0.5=im ,

0.5=em , 0.15=σ , 1=α  and 1=β . Bottom: 2(b) The amplitude of 
KdV (dotted line), the amplitude of the higher order correction (dashed line)
and the amplitude of the dressed soliton (solid line) is plotted against λ . The 
other parameters are, 1.5=κ , 0.5=im , 0.5=em , 0.15=σ , 1=α  and 

1=β .
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In Figure 2(b), the amplitude of KdV soliton (dotted line), the dressed soliton 
(solid line) and the higher order correction (dashed line) have been plotted against
λ by taking other parameters as 0.5=im , 0.5=em , 0.15=σ , 1=α , 1=β , and 

1.5=κ . It is seen that the amplitude of the different solitons increses with the 
increses of λ . It is also observed that if 0.607≥λ  the amplitude of higher order 
correction exceed the amplitude of the amplitude of KdV soliton. So the dressed 
soliton exits if 0.607<λ . 

In Figure 3 the width of the dressed soliton against κ  has been plotted. 
Other parameters are same as in Figure 1(a). It is observed that the width of 
dressed soliton increses rapidly initially then slowly with the increase of κ .

Figure 3. The width of dressed soliton is plotted against κ . The other 
parameters are 0.3=λ , 0.5=im , 0.5=em , 0.15=σ , 1=α  and 1=β .

Finally we can remark that all the parameters have a singificant role on the 
width and the amplitude of dressed soliton.

CONCLUSION

We have studied dust acoustic KdV solitons, second order correction to KdV 
solitons and the dressed soliton in a four component dusty plasma. The KdV 
equation is obtained using RPT. Higher order nonlinear and dispersion terms 
are considered and a linear second order inhomogeneous differential equation 
is derived for the higher order correction. The derived dressed soliton solution 
is expected to give a better accuracy in matching the experimental data. The 
physical situation is considered where the electron distribution is superthermal 
(kappa distriduted). The renormalization method is used to get the stationary 
nonsecular solution. Following a technique described in [36], we have derived 
the particular solution by considering a finite term series for higher order 
potential. The range of parameters where the higher order correction is valid 
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are also described. Finally, we discussed the characteristics of the dressed soliton 
using graphs. It is interesting to note that the technique can be extended to higher 
order correction of KdV soliton in non planar geometry and to a shock wave 
solution.
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Abstract     Dust negative ion acoustic (DNIA) shock wave in a dusty multi-ion plasma 
consisting of electrons, light positive ions, heavy negative ions and extremely massive 
charge fluctuating negative dust in a non-planar geometry has been investigated by 
employing reductive perturbation technique. For this, a modified Burger’s equation 
is derived and numerically solved it to get the envelope of the DNIA shock wave. 
The effect of the non-thermal ions on the DNIA shock waves is included in the dusty 
plasma with heavy negative ions. It is shown how the basic features of the nonlinear 
DNIA shock waves are modified by the presence of the charge fluctuating dust and the 
nonlinear nature of the positively charged light ions in the non-planer geometry. It has 
been observed that the developed shock heights are different for different geometries, 
and in the case of spherical geometry the shock wave has higher height compared 
to that of the cylindrical geometry. The results of the present work would be useful in 
understanding laboratory and space dusty plasmas.

Keywords    dusty plasma – non-thermal ions – Burger’s equation

INTRODUCTION

Studies of the dust ion acoustic (DIA) waves in multi-ion dusty plasmas have 
received a great deal of attention in recent years [1-11]. Dusty plasma exists in 
astrophysical and space environments [12-15], such as cometary tails, planetary 
rings and interstellar medium. Shukla and Silin [16] have first theoretically 
reported one of these waves as low frequency dust ion-acoustic (DIA) waves. 
The DIA waves of Shukla and Silin [16] have also been observed in laboratory 
experiments [1, 17-20]. Both in theoretical and experimental point of view the 
linear properties of DIA waves [15, 16, 21, 22] are now well understood. Recently 
there has been extensive research work on nonlinear waves associated with the 
DIA waves [23-26].

The presence of negative ions, which are present in space and laboratory dusty 
plasma situations [19, 20, 27], significantly modify the charging of dust particles 
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[28-30]. The non-linear DIA waves were studied by Mamun et al. [31], Mamun 
and Shukla [24], and Sayeed and Mamun [32], where they have considered the 
Boltzmann distributed electrons and ions. However, they have not considered any 
charge fluctuation on the dust grains. In their work, it is found that the DIA waves 
are solitary waves. Most of the studies [28, 29, 32, 33] on these nonlinear waves 
have been done where dust particles are considered stationary and the charges on 
dust particles are constant. But the charge on dust particles varies with time and 
space [29, 34-36], so this concept many not be realistic in space and laboratory 
plasmas, and the dusty plasma waves are always associated with the dust charge 
fluctuation. 

Mamun et al. [31] have studied non-linear propagation of dust negative ion acoustic 
(DNIA) waves and have shown that the dust charge fluctuation is a source of 
dissipation, and is responsible for the formation of DNIA shock structures in such 
a dusty multi-ion plasma. It has been found that the basic features of such DNIA 
shock structure are different from those of the DIA shock structure of Mamun, et 
al.[29-31, 37]. In their work Paul et al. [38] have considered a one-dimensional, 
collisionless, unmagnetized dusty multi-ion plasma consisting of electrons, single 
charged light positive ions, heavy negative mobile ions, and extremely massive 
charge fluctuating dust. They have shown how the basic features of nonlinear 
DNIA shock waves are modified by presence of the charge fluctuating dust and 
the nonthermal nature of the mobile negatively charged heavy ions. 

Most of the theoretical works on DNIA shock waves, for example [31] and [38], 
are based on the one-dimensional planar geometry which may not be a realistic 
situation for laboratory devices. Thus, in this paper, we have considered dusty 
multi-ion plasma as [38]; however, here we investigate it in the situation of non-
planar cylindrical and spherical geometries.

GOVERNING EQUATIONS

We consider a one-dimensional, collisionless, unmagnetized dusty multi-ion 
plasma consisting of electrons, single charged light positive ions, heavy negative 
mobile ions, and extremely massive charge fluctuating dust. The equilibrium 
state of the dusty multi-ion plasma system under consideration is defined as 

0 0 0 0 0 / 0i e h h d dn n z n q n e− − + = , where e  is the magnitude of the electronic 
charge, 0jn  is the equilibrium number density of plasma species j ,  hz   is the 
charge state of the heavy ions and 0dq  is the equilibrium charge of a dust particle.

The nonlinear dynamics of DNIA shock waves in such a dusty multi-ion plasma 
system in a non-planar geometry is described by
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(3)

where 1ν = corresponds to cylindrical and 2ν =  corresponds to spherical 
geometry, hn is the heavy ion number density, hu  is heavy ion fluid speed, hz
is the charge state of heavy ions, hm  is the heavy ion mass, φ  is the electrostatic 
wave potential, 2

ThV  is the ratio of heavy ion thermal energy and the heavy ion 
mass ( / )h hT m= , where hT  is the temperature of the heavy ions in energy units, 

en  is electron number density, in  is the light ion number density, and dQ  is the 
charge of the static dust particles. We consider Boltzmann distributed electrons 
and non-thermal light ions for the propagation of low phase speed electrostatic 

perturbation mode. We can express en  and in  as follows:

  
0 exp ,e e

e
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φ 

=  
         

(4)

2 2
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    (5)

where eT  and iT  are respectively the electron and ion thermal energies respectively. 
If the electron, light ion collection current, and heavy ion collection current at 
equilibrium are represented by ,  e iI I  and 0hI  and respectively, then the variation 
of the dust grain charge dQ can be written as

0.d
e i h

Q I I I
t

∂ = + +
∂         (6)

For  0dQ < , eI  and iI  [30] are given by
1/ 2

24 exp ,
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m r T
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π
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and
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      (8)

where dr  is the dust particle radius and 4 /(1 3 )β α α= + . Here we consider that 
the heavy ion current fluctuation is much less than electron and light ion current 
fluctuation. Let us normalize different variables as follows: 

0/ ,h hN n n=  / ,h hU u C=  / ,he TφΦ =  0/ ,d dQ Q q= / ,DhR r λ=  

,phT tω=  where 
  
and

By using these relations, Eqs. (1)-(3) and Eq. (6) can be written in the following 
form:

                       
       

(9)
   
                                                                                               (10)

                              
,

h

N Q
z

γ+ +
         

           (11)

and
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where

/ ,e h eT Tσ =  / ,i h iT Tσ =  2
0 0/ ,e e h hn z nµ =  2

0 0/ ,i i h hn z nµ =
2

0 0 0/ ,d d h hq n ez nγ =

e iA µ µ= − , (1 )e e i iB µ σ β µ σ= + − , 2 2/ 2 / 2e e i iC µ σ µ σ= − , 
2 1/ 2

0 04 ( / 2 ) /( ),d e e e d phP r n e T m qπ π ω= −
2 1/ 2

0 04 ( / 2 ) /( ),d i i i d phS r n e T m qπ π ω=
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0 0/( ),h d phJ I q ω= (1 24 / 5) ,D P S Jα= + + + (1 8 /15) ,e iE P Sσ α σ= + −

0 / (1 8 / 5) / ,d d e d iF Peq r T eS r Tα= − +  2 2 2 2
0 / 2 ,d d eG e q P r T=

0 0/ (1 16 /15) / ,d e d e d i d iH Peq r T Seq r Tσ α σ= + −

DERIVATION OF BURGER’S EQUATION

To derive a dynamical equation for the nonlinear propagation of the DNIA 
shock waves in a non-planar geometry, we use Eqs. (9-12) and employ the 
reductive perturbation technique (RPT) [39]. We consider the following stretched 
coordinates [40]:

( ),pR V Tξ ε= −            (13)
and

2 ,Tτ ε=           (14)
where ε is a small parameter satisfying 0 1ε< < that measures the weakness of 
the dispersion, and pV

 is the phase speed of the perturbation mode normalized 
by dC .

Now we expand the variables , ,N U Φ  and Q  in the power series of ε , 
(1) 2 (2)1  ...,N N Nε ε= + + +              (15)

(1) 2 (2)  ...,U U Uε ε= + +           (16)
(1) 2 (2)  ...,ε εΦ = Φ + Φ +           (17)

(1) 2 (2)1  ....Q Q Qε ε= + + +          (18)

Substituting these values in Eqs. (9-12), we get equations of different powers of 
ε . Equating the coefficients of ε  from Eqs. (11) and (12), and the coefficients of 

2ε from Eqs.(9) and (10), we obtain:

 
(1) (1) ,Q δ= − Φ       (19)

 
(1) (1) ,hN z M= − Φ       (20)

 
(1) (1) ,p hU V z M= − Φ       (21)

 
2 11 ,pV

M
= +

      
(22)
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where ( ) /( 2 )E H F Gδ = + + and  Now, equating the 
coefficients of 2ε from Eqs. (11) and (12), and the coefficients of 3ε from Eqs. 
(9) and (10), we obtain:

       (23)

       (24)

       (25)

                               

    
    (26)  

where   

From the set of Eqs. (23) - (26) for (2) (2) (2),  U ,  N Φ  along with another set of 
Eqs. (19) - (21)  for (1) (1) (1),  U ,  N Φ , we can easily derive the following non-
linear dynamical equation:

    (27)

are respectively the nonlinear coefficient and dissipative coefficient of Eq. (27). 
Equation (27) is the well-known modified Burger equation. The term (1)( / 2 )ν τ Φ
in Eq. (27) is due to the effect of non-planar geometry [41, 42].

NUMERICAL SOLUTION OF THE MODIFIED BURGER’S EQUATION 
AND GRAPHICAL REPRESENTATION

As mentioned earlier the one-dimensional planar case ( 0)ν =  has already been 
studied by Paul et al. [38]. In this case, we introduced 0Uζ ξ τ ′= −  and τ τ′ = , 

and

and

where
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where in the reference frame 0U is the shock wave speed. This leads us to write 
Eq. (27) under the steady state condition / 0,τ ′∂ ∂ =  as

             

(1) (1) 2 (1)
(1)

0 1 1 2U A C
ζ ζ ζ

∂Φ ∂Φ ∂ Φ− + Φ =
∂ ∂ ∂

       (28)               
 
As shown in Paul et al. [38], the solution of the above equation, Eq. (28) describes 
the shock waves, whose speed 0U is related to the extreme values ( )Φ −∞  and 

( )Φ ∞ by ( )Φ ∞ - 0 1( ) 2 /U AΦ −∞ = . Therefore Φ is bounded at ζ = ±∞  under 
this condition, the shock wave solution of Eq. (28) is [16, 17]:

0( 0) 1 tanh ζν   Φ = = Φ −   ∆  
            (29)

where 0 0 1/U AΦ =  is the height of the DNIA shock waves and 1 02 /C U∆ =  is 
the thickness of the DNIA shock waves.

It is to be noted here that in the present case of the non-planar geometry, 
an exact analytic solution of Eq. (27) is not possible. Therefore, we have 
numerically solved Eq.(27) and have studied the effects of cylindrical 
( 1)ν =  and spherical ( 2)ν =  geometries on time-dependent non-linear 
structure for the typical dusty plasma parameters as in [38], namely 

2 2
0 0 i 0 0/ 0.2 0.4,  / 1.0 1.4,e e h h i h hn z n n z nµ µ= = − = = − / 0.125,e h eT Tσ = =
/ 0.1 0.25,i h iT Tσ = = − ~ 0.2 eV,e iT T = 3

d d1,  z 10 ,  r 5 ,hz mµ= = =
39i pm m= , 0.125 ,h iT T=  146h pm m= ,  where pm is the proton mass.

Figure 1. Time evolution of the cylindrical ( 1)ν = shock 
wave potential Φ   versus spatial coordinateξ  and time Γ  for 

0.4β = , 0.5,iµ =  0.8,eµ =  0.125.iσ =
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In the numerical analysis, the following initial condition is used:
     The results are displayed in Figures 1 and 2. Figure 1 shows the 
effect of the cylindrical ( 1)ν = geometry of DNIA shock waves whereas Figure 
2 shows the effect of the spherical ( 2)ν =  geometry. The numerical solution of 
Eq. (27) shows that for large value of ( 2),τ = − cylindrical, spherical and one 
dimensional planar shocks structures are similar. For a large τ  the value of 
( / 2 )ν τ  is very small, thus the term  ( / 2 )ν τ φ  is negligible for both the cases.

But in case of small τ the term ( / 2 )ν τ φ  is not negligible, and it plays a significant 
role in the formation of the shock structures. Both the figures (Figs. 1 and 2) 
show the shock structure evolution at 2τ = − . It is clear that the developed shock 
heights are different from each other in different geometry. In case of spherical 
geometry, the shock wave has higher height than that of the cylindrical geometry.

CONCLUSION

We have studied the nonlinear propagation of DNIA (dust negative ion acoustic) 
shock waves in an unmagnetized dusty plasma consisting of charge fluctuating 
stationary dust, mobile negatively charged heavy ions, Maxwellian electrons and 

Figure 2. Time evolution of the spherical ( 2)ν = shock wave potential 
Φ  versus spatial coordinateξ  and time Γ for 0.4β = , 0.5,iµ =  

0.8,eµ =  0.125.iσ =



Journal of Science and Technology in the Tropics 49

nonthermal light ions in a non-planar geometry. The propagation of the small 
amplitude nonlinear DNIA shock wave in the multi-ion dusty plasma is considered 
by analyzing the solution of the Burger’s equation. The Burger’s equation is 
derived by using the standard perturbation method. A detailed numerical analysis 
of the amplitude of the DNIA shock wave is performed in terms of the parameter 
β  which accounts for the nonthermal nature of the positively charged light ion 
distribution. We have shown here how the basic features of the nonlinear DNIA 
shock waves are modified by the presence of the charge fluctuating dust and the 
nonthermal nature of the positively charged light ions for the cylindrical and 
spherical geometries. It is shown that the developed shock heights (amplitudes) 
are different for different geometries and in the case of spherical geometry, the 
shock wave has much higher amplitude than that of the cylindrical geometry. 
The results, which have been obtained from this investigation, would be useful in 
understanding the properties of localized DNIA shock waves in laboratories and 
in space dusty plasmas.
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Abstract  The structure-activity relationship for a series of anthraquinone compounds 
from Morinda citrifolia were carried out to clarify the structural requirement for inhibition of 
HT-29 cancer cell line by these compounds. The anthraquinones are damnacanthal(1), 
nordamnacanthal(2), 2-Ethoxy-1-hydroxyanthraquinone (3), rubiadin(4), 1-hydroxy-2-
methylanthraquinone (5) and rubiadin-1-methyl ether (6). Comparison of these related 
anthraquinones indicated the formyl and ethoxy substituent groups were crucial for the 
inhibition of the cancer cells in the MTT assay.

Keywords   Morinda citrifolia – anthraquinones – cytotoxicity – HT-29

INTRODUCTION

Morinda citrifolia was first discovered as a medicinal plant in Southeast Asia and 
the subcontinent and is widely used for this purpose. Different parts of the plant, 
which include fruits, leaves, bark, and roots, have been shown to contain various 
biologically active compounds [1]. Some of the active components identified in 
this plant are terpenoids, alkaloids, and anthraquinones, to name a few [1]. Of 
particular interest in this study are the anthraquinones extracted from the roots, 
which has been found to possess therapeutic properties such as antiviral [2,3], 
anti-bacterial [4,5], as well as anti-cancer activities [6,7]. Our detailed chemical 
studies on the roots of M.citrifolia led to the isolation and identification of six 
anthraquinones which are damnacanthal(1), nordamnacanthal(2), 2-ethoxy-1-
hydroxyanthraquinone (3), rubiadin(4), 1-hydroxy-2-methylanthraquinone (5) 
and rubiadin-1-methyl ether (6). These compounds were tested for their cytotoxic 
activities using HT-29 cell line.
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EXPERIMENTAL

Plant material

The roots of M.citrifolia were collected from Wakaf Bharu, Kelantan, Peninsular 
Malaysia.The plant material (Voucher Specimen no. UiTM3004) was identified and 
authenticated by a plant taxonomist at Forestry Research Centre (FRC), Sarawak

General

Infrared spectra were measured using the universal attenuated total reflection 
(UATR) technique on a Perkin-Elmer 100 Series. EIMS were recorded on a 
Shimadzu GCMS-QP5050A spectrometer. NMR spectra were obtained using 
a Unity INOVA 500MHz NMR/ JEOL 400MHz FT NMR spectrometer using 
tetramethylsilane (TMS) as internal standard. Ultra violet spectra were recorded 
in CHCl3 on a Shimadzu UV-160A, UV-Visible Recording Spectrophotometer. 
Melting points were measured using Leica Galen III microscope, equipped with 
Testo 720 temperature recorder.

Extraction and isolation

Solvent extraction on the roots of M.citrifolia (0.5 kg) yielded 9.6 g of chloroform 
extract. The chloroform extract was purified using chromatotron by eluting with 
solvents (hexane, chloroform, ethyl acetate or methanol) or solvent mixtures 
with increasing polarity. This gave six anthraquinones (Fig. 1): damnacanthal(1), 
nordamnacanthal(2), 2-ethoxy-1-hydroxyanthraquinone (3), rubiadin(4), 
1-hydroxy-2-methylanthraquinone (5) and rubiadin-1-methyl ether (6).

Damnacanthal(1): Pale yellow needles with a melting point of 209 -210 °C [lit. 
[8]. 211-212 oC].UV (EtOH) λmax nm (log ε): 254 (0.33), 261 (0.35), 390 (0.19).IR 
nmax cm-1(KBr): 3745, 2924, 1648, 1589, 1464, 1282, 1190. EI-MS m/z (rel. int.): 
282 (25), 254 (100), 225 (38), 208 (17.5), 139 (34). 1H NMR (300 MHz, CDCl3): 
δ 12.27 (s, 1H, OH-3), δ 10.46 (s, 1H, 2-CHO), δ 8.28 (d, J = 7.3 Hz, 1H, H-5), 
δ 8.23 (d, J = 8.2 Hz, 1H, H-8), δ 7.82 (t, J = 7.3 Hz, 1H, H-6), δ 7.76 (t, J = 7.3 
Hz, 1H, H-7), δ 7.66 (s, 1H, H-4), δ 4.11 (s, 3H, 1-OCH3).

13C NMR (100 MHz, 
CDCl3): δ 195.6 (2-CHO), δ 181.9 (C-10), δ 180.2 (C-9), δ 166.7 (C-1), δ 166.7 
(C-3), δ 141.9 (C-2), δ 134.9 (C-6), δ 133.8 (C-7), δ 132.7 (C-5a), δ 132.7 (C-8a), 
δ 127.5 (C-5), δ 127.2 (C-8), δ 118.4 (C-9a), δ 117.8 (C-4a), δ 113.2 (C-4), δ 64.8 
(1-OCH3).

Nordamnacanthal(2): Orange-yellow solid with a melting point of 217 -218 
°C[lit. [9]. 218-220 oC]. UV (EtOH) λmax nm (log ε): 420 (0.24), 290 (0.35), 246 
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(0.37). IR nmax cm-1 (KBr): 3776, 2921, 1663, 1569, 1454, 1345, 1268.EI-MS m/z 
(rel. int.): 268 (61), 240 (100), 212 (20), 184 (16), 138 (16), 77 (19). 1H NMR 
(300 MHz, CDCl3): δ 14.06 (s, 1H, OH-1), δ 12.68 (s, 1H, OH-3), δ 10.50 (s, 1H, 
2-CHO), δ7.84 (m, 1H, H-6), δ7.84 (m, 1H, H-7), δ 8.32 (dd, J = 7.3, 1.8 Hz, 1H, 
H-5), δ 8.32 (dd, J = 7.3, 1.8 Hz, 1H, H-8), δ 7.34 (s, 1H, H-4). 13C NMR (100 
MHz, CDCl3): δ 193.9 (2-CHO), δ 186.8 (C-9), δ 181.4 (C-10), δ 169.2 (C-3), δ 
168.1 (C-1), δ139.5 (C-4a), δ134.7 (C-7),δ 134.8 (C-6),δ 133.3 (C-5a), δ 133.3 
(C-8a), δ 127.8 (C-5), δ 127.0 (C-8), δ 112.1 (C-9a), δ 109.4 (C-4), δ 109.1 (C-2).

2-Ethoxy-1-hydroxyanthraquinone (3): Yellow solid with a melting point of 
123-125°C [lit. [10]. 123-125 oC].UV(EtOH) λmax nm (log ε): 412.0 (0.24), 302.5 
(0.37), 209 (0.62).IR  nmax cm-1 (KBr): 3424, 1660, 1434, 1430 1313, 1019, 951. 
EI-MS m/z (rel. int.): 296 (48), 252 (41), 251 (100), 224 (77), 222 (35), 207 (10), 
194 (18), 139 (69). 1H NMR  (400 MHz, CDCl3): δ 13.30 (s, 1H, OH-1), δ 8.33 
(dd, J = 7.4, 2.8 Hz, 1H, H-5), δ 8.25 (dd, J = 7.4, 2.8 Hz, 1H, H-8), δ 8.19 (d, J = 
6.4 Hz, 1H, H-3), δ 7.97 (dd, J = 7.4, 2.8 Hz, 1H, H-6), δ 7.97 (dd, J = 7.4, 2.8 Hz, 
1H, H-7), δ 7.81 (d, J = 6.4 Hz, 1H, H-4),δ 4.37 (s, 3H, H-11), δ 1.36 (s, 3H, H-12). 
13C NMR (100 MHz, CDCl3): δ 189.2 (C-9), δ 181.9 (C-10), δ 164.5 (C-2), δ 161.8 
(C-1), δ 138.1 (C-3), δ 136.1 (C-4a), δ 135.3 (C-6), δ 134.8 (C-7), δ 133.4 (C-5a), 

  

Figure 1. Anthraquinones obtained from Morinda citrifolia.
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δ 133.3(C-8a), δ 127.1 (C-5), δ 127.0 (C-8), δ 115.2 (C-9a ), δ 117.9 (C-4), δ 61.2 
(C-11), δ 13.7 (C-12).

Rubiadin(4): Yellow needles with a melting point of 289 -290 °C [lit. [11]. 290-
291 oC].UV (EtOH) λmax nm (log ε): 412.0 (0.24), 302.5 (0.37). IR nmax cm-1 (KBr): 
3397, 2925, 1663, 1586, 1436, 1339, 1122.EI-MS m/z (rel. int.): 254 (100), 238 
(11), 226 (11), 207 (11), 152 (13), 76 (15), 64 (25). 1H NMR  (400 MHz, CDCl3): 
δ 13.20 (s, 1H, OH-1), δ 8.25 (d, J = 7.3 Hz, 1H, H-8), δ 8.17 (d, J = 7.3 Hz, 1H, 
H-5), δ 7.87 (dd, J = 7.3, 1.8 Hz, 1H, H-6), δ 7.87 (dd, J = 7.3, 1.8 Hz, 1H, H-7), 
δ 7.32 (s, 1H, H-4), δ 2.13 (s, 3H, 2-CH3).

13C NMR (100 MHz, CDCl3): δ 187.0 
(C-9), δ 182.1 (C-10), δ 163.3 (C-1), δ 163.0 (C-3), δ 134.4 (C-6), δ 134.3 (C-7), δ 
133.6 (C-5a), δ 133.5 (C-8a), δ 132.4 (C-4a), δ 126.9 (C-5), δ 126.5 (C-8), δ 118.1 
(C-2), δ 107.4 (C-4), δ 7.4 (2-CH3). 

1-hydroxy-2-methylanthraquinone (5): Yellow solid with a melting point of 
180-181°C [lit. [12]. 182-182.5 oC].UV (EtOH) λmax nm (log ε): 312.0 (0.39). IR 
vmax cm-1 (KBr): 3747, 2931, 1668, 1454, 1278. EI-MS m/z (rel. int.): 238 (100), 
237 (31), 181 (32), 152 (28), 76 (29). 1H NMR (400 MHz, CDCl3): δ 13.20 (s, 
1H, OH-1), δ 8.30 (dd, J = 6.4, 2.8 Hz, 1H, H-5), δ 8.23 (dd, J = 6.4, 2.8 Hz, 1H, 
H-8), δ 7.92 (d, J = 6.9, 2.3 Hz, 1H, H-6), δ 7.92 (d, J = 6.9, 2.3 Hz, 1H, H-7), δ 
7.68 (d, J = 6.4, 2.8 Hz, 1H, H-3), δ 7.68 (d, J = 6.4, 2.8 Hz, 1H, H-3), δ 2.33 (s, 
3H, 2-CH3). 

13C NMR (100 MHz, CDCl3): δ 189.2 (C-9), δ 181.8 (C-10), δ 160.9 
(C-1), δ 137.5 (C-3), δ 135.0 (C-7), δ 134.6 (C-2), δ 134.3 (C-6), δ 131.2 (C-4a), δ 
133.9 (C-5a), δ 133.3 (C-8a), δ 127.0 (C-5), δ 126.7 (C-8), δ 118.8 (C-4), δ 115.2 
(C-9a), δ 15.2 (2-CH3).

Rubiadin-1-methyl ether (6): Yellow solid with a melting point of 280-281°C [lit. 
[9]. 283 oC].UV (EtOH) λmax nm (log ε): 311.0 (0.36), 303.0 (0.37), 287.0 (0.44). 
IR vmax cm-1 (KBr): 3309, 2927, 1670, 1568, 1483, 1335, 1296, 1119.EI-MS m/z 
(rel. int.): 268 (100), 253 (46), 250 (33), 225 (12), 222 (17), 194 (14), 197 (8), 181 
(20), 165 (23), 152 (29), 139(19), 115(13), 76(31). 1H NMR (400 MHz, CDCl3): 
δ 8.19 (d, J = 5.8 Hz, 1H, H-5), δ 8.14 (d, J = 5.8 Hz, 1H, H-8), δ 7.84 (t, J = 5.8 
Hz, 1H, H-6), δ 7.79 (t, J = 5.8 Hz, 1H, H-7), δ 7.56 (s, 1H, H-4), δ3.86 (s, 3H, 
1-OCH3), δ 2.22 (s, 3H, 2-CH3). 

13C NMR (100 MHz, CDCl3): δ 183.1 (C-9), δ 
180.7 (C-10), δ 161.8 (C-1), δ 160.9 (C-3), δ 135.1 (C-4a), δ 134.3 (C-6), δ 133.1 
(C-7), δ 132.6 (C-5a), δ 132.4 (C-8a), δ 126.8 (C-5), δ 126.6 (C-5), δ 126.1 (C-8), 
δ 115.2 (C-9a), δ 118.7 (C-2), δ 108.9 (C-4), δ 60.5 (1-OCH3), δ 8.7 (2-OCH3).

Cancer cell line culture
The human cancer cell line, HT-29 was used. This cell line was obtained from the 
American Type Culture Collection, USA. The cancer cells were cultured in their 
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respective media supplemented with 5% Fetal Bovine Serum (FBS), 100 IU mL-1 
penicillin and 100 mg mL-1 streptomycin. The cultures were maintained at 37 °C in 
an incubator with 5% CO2.

Cytotoxicity and MTT assay

Cells were seeded in a 96 well microplate at 3 × 105 cells mL-1 and then incubated 
at 37 °C in 5% CO2 atmosphere. After 24 hours, the medium was removed and 
replaced with fresh medium containing test compounds at various concentrations 
(serial dilution) between 0 and 30 mg mL-1. 72 hours later, the cells were tested with 
the MTT (3-[4,5-dimethylthioazol-2yl]-2-5-diphenyltetrazolium bromide) assay to 
evaluate the viability through its metabolic activity. 20 mL of MTT (5 mg mL-1) in 
PBS solution was added to each well. Then, the plates were further incubated for 3 
hours in the dark. During incubation period, viable cells convert MTT to a water-
insoluble formazan dye. The plates were then centrifuged (Centrifuged 5810R, 
Eppendorf) at 400 × g and 4 °C. All the remaining supernatant was then removed 
and 100 mL of dimethylsulphoxide (DMSO, Fisher Scientific) was added to each 
well. The plates were reincubated, as done earlier, but for an hour to dissolve the 
crystals of formazan formed. The formation of the dye is proportional to the number 
of viable cells, which was detected using a microplate spectrophotometer (mQuant 
Universal Microplate Spectrophotometer, BIOTEK instrument, Inc) at wavelength 
of 570 nm. The mean absorbance for each compound concentration was expressed 
as a percentage of control untreated well absorbance and plotted versus compound 
dose. IC50 values represent the concentration that reduced the mean absorbance at 
570 nm to 50% of those in the untreated control wells.

RESULTS AND DISCUSSION

Anthraquinones are known to be a homogeneous group of constituents in the 
Morinda species. Anthraquinone derivatives, including emodin, physcion, aloe-
emodin, rhein, and chrysophanol, are nowadays well recognized as important 
biologically active components [13]. In this report, the anthraquinones tested 
include modified and rearranged anthraquinone groups. They reveal an interesting 
trend of cytotoxic effect on HT-29 cell line with IC50 values between 4.5 and 
10.0 mg mL-1. However, these cytotoxic results show significant dissimilarity in 
inhibition effects probably due to the nature of the substituents and the substitution 
pattern of the anthraquinone skeleton. Structurally, these include damnacanthal(1), 
nordamnacanthal(2), 2-ethoxy-1-hydroxyanthraquinone (3), as well as rubiadin(4), 
1-hydroxy-2-methylanthraquinone (5) and rubiadin-1-methyl ether (6). The 
cytotoxic results of these compounds are summarized in Table 1.
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It is interesting to observe that of the compounds tested, damnacanthal(1), 
nordamnacanthal(2) and 2-ethoxy-1-hydroxyanthraquinone (3) are active 
cytotoxic compounds towards HT-29 (10.0, 8.1 and 4.5 µg mL-1). This activity 
might be due to the formyl and ethoxyl moieties at the A-ring. The assays also 
indicated both damnacanthal(1) and nordamnacanthal(2) which have the formyl 
functional group at the A-ring of the structure exhibited a stronger cytotoxic 
activity when compared to that of (4) and (6) which are also 1,2,3-trisubstituted 
aromatic ring but carries a methyl group at position 2. 
Hence, it is deduced that anthraquinones with the presence of formyl moieties at A 
ring is inclined to exhibit a prominent inhibitory activity. Furthermore, 2-ethoxy-
1-hydroxyanthraquinone (3) also demonstrates strong cytotoxic properties 
towards HT-29 cell line with IC50 4.5µg mL-1 when compared with 1-hydroxy-
2-methylanthraquinone (5). From the structure-activity relationship comparison, 
both compounds have a 1,2-disubstituted aromatic ring with a chelated hydroxyl 
group at C-1 but a ethoxyl substitution was attached at C-2 for compound (3) 
and a methyl group for 1-hydroxy-2-methylanthraquinone (5). The methyl group 
substitution at C-2 position for compounds (4), (5) and (6) tend to reduce the 
degree of inhibition effect towards the cell line. Thus, it is suggested that the 
formyl and ethoxyl groups are necessary requirements for the cytotoxic activity 
towards the HT-29 cell line. 
In summary, the ethoxyl side chain and the presence of the formyl group at C-2 
at A-ring of the anthraquinone derivatives contribute to the prominent inhibitory 
activity. Hence, it can be concluded that anthraquinones with formyl and ethoxyl 
side chain skeleton might be lead compounds for HT-29 cancer cell line.

Table 1. Cytotoxic activities of (1-6) against HT-29 cell line.

Compound
IC50  µg mL-1

HT-29
Damnacanthal(1) 10.0
Nordamnacanthal(2) 8.1
2-Ethoxy-1-hydroxyanthraquinone (3) 4.5
Rubiadin(4) > 50.0 
1-hydroxy-2-methylanthraquinone (5) > 50.0 
rubiadin-1-methyl ether (6) > 50.0 
15-fluorouracil 3.7

1positive control of HT-29 cell line. Note:*IC50< 5.0 mg 
mL-1 = strong inhibition activity; *5.0 ≤ IC50 ≤ 25.0 mg mL-1 
= moderate inhibition activity; *IC50 > 25.0 mg mL-1 = weak 
inhibition activity [14].
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Abstract   Rare earths have been conventionally used in many areas for several decades 
especially in alloying and video applications. An interesting fact probably unaware by many is 
that the emergence of colour television is attributed to the discovery of red phosphors made 
from rare earth elements. These elements have been essential in various industrial areas for a 
long time although not widely known to the mass market. It is in part due to the quota imposed 
by the current world’s largest supplier, China as well as the emerging high-tech industries 
requiring rare earths that propelled these elements to one of the world’s most sought after 
commodity. However, the excessive pricing of these elements have reduced the demand 
somewhat and thus lowered the prices recently. This is due to the inability of the downstream 
industry, especially the electronic industries to absorb the high cost needed. This paper 
highlights occurrence and up-coming rare earths processing plants to cater for the market 
demand as well as provide an insight on the role of rare earth elements in emerging green 
technology and miscellaneous high-tech applications.    

Keywords   rare earths – occurrence – popularity – applications 

INTRODUCTION

Rare earth elements are a set of 17 chemical elements in the periodic table, i.e. the 15 
lanthanoids (lanthanides) plus scandium and yttrium (Fig.1). The latter two elements are 
classified as rare earths as these usually occur in the same ore deposit as lanthanoids and 
possess similar chemical properties. Despite their name, rare earth elements (with the 
exception of the radioactive promethium) are relatively plentiful in the Earth’s crust, with 
cerium being the 25th most abundant element at 68 parts per million (similar to copper). 
However, because of their geochemical properties, rare earth elements are typically 
dispersed and not often found in concentrated and economically exploitable forms known 
as rare earth minerals, thus giving rise to the term ‘rare earth’. The radioactive element 
promethium is too scarce in nature and can be considered as non-occurring [1, 2]. The 
element thorium is found together with rare earth elements in the common ore, monazite. 
Thorium can be separated by a relatively easy process while the others will remain grouped, 
to be extracted as metals or compounds for special purposes, thus the resulting high cost 
of rare earth metals [3]. The difficulty to extract the individual elements arises due to their 
similar chemical properties.  
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Rare earths can be classified into light rare earths (La-Sm) and heavy rare 
earths (Eu-Lu). The heavy rare earths europium, terbium and dysprosium are 
really scarce [4]. Most deposits are tilted towards light rare earths (constituting 97-
99% of resource base). Deposits with high proportion of heavy rare earths (>20%) 
are rare and consequently more valuable. Table 1 shows rare earth element content 
and price of typical ores from two mines in 2007 [5]. In the first quarter of 2011, 
Nd price skyrocketed to USD 281.2/kg [6]. Rare earths can also be recovered from 
electronic scraps and from nuclear reprocessing, although the latter poses safety as 
well as economic issues.

COMPOSITION OF RARE EARTH

As a major manufacturer, the largest producer and consumer of rare earth elements 
is China. Being the lowest cost producer, about 94% of rare earth oxides and 
97% of rare earth metals consumed worldwide originates from China. Domestic 
consumption is projected to exceed supply within 10 years. 

Nurturing and protecting its rare earth production industry, China promises rare 
earth resources availability only if the production facilities are located in China, 
meant to attract industry, research, technology, manufacturing plants and jobs [7].

 

   

  
HOW CHINA EMERGED AS WORLD’S TOP RARE EARTH PRODUCER

The “Super 863” research and development program, named after its conception 
date in March 1986 involved 30,000 scientists and engineers including about 1000 

Figure 1. Periodic table – rare earth elements: Lanthanide series plus scandium (Sc) 
and yttrium (Y). 
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doctorate holders. A visionary 1992 outlook by China’s late leader Deng XiaoPing 
is: “There is oil in the Middle East. There are rare earths in China. We must take 
full advantage of this resource.” The program started in 1996 and claimed the 
achievement of 1500 unspecified technological breakthroughs.

After the launch of the Super 863 program in 1997, the Chinese Communist 
Party adopted the “16-character policy” in reference to the 16 Chinese characters 
that describe a four-sentence blueprint for China’s ascendance on the world stage: 
“Combine the military with the civil. Combine peace and war. Give priority to 
military products. Let the civil support the military.” This signals a possible future 
competition for the global rare earth resources as feed materials to a new green 
technologies industrial thrust [7].

RARE EARTH RESOURCE AND DISTRIBUTION

Rare earth deposits can be found in many parts of the world. Brazil is reputed 
to be the world’s oldest rare earth producer, since 1884. The world distribution 
and production are as shown in Tables 2-5 [4]. Global rare earth resource and 
product distribution have been changing rapidly since 2009 due to the increasing 
importance of these materials and thus the intensive exploration and setting up of 
new mines and processing plants to produce more rare earth materials in response 

Table 1. Rare earth element content and price [5].

Lanthanide
Bastnasite   
Mountain 
Pass (%)

Monazite    
Green Cove 
Springs (%)

Price 2007 
($/kg)

Cerium 49.3 43.7 50-65
Dysprosium 0.031 0.9 160
Erbium - - 165
Europium 0.11 0.16 1,200
Gadolinium 0.18 6.6 150
Holmium - 0.11 750
Lanthanum 33.2 17.5 40
Lutetium - - 3,500
Neodymium 12 17.5 60
Praseodymium 4.3 5 75
Samarium 0.8 4.9 200-350
Terbium 0.016 0.26 850
Thulium - - 2,500
Ytterbium - 0.21 4500



Journal of Science and Technology in the Tropics64

to supply-demand gap caused by the export quota introduced by the world 
dominating supplier, China in recent years. Previously, the deposit at Mountain 
Pass was sufficient to supply the commercial needs of all cerium-based metals [3]. 
Table 6 shows rare earth element distribution in selected mines worldwide.

In Asia, 14 countries have rare earth deposits with Japanese companies 
setting up joint ventures with five of them, namely: Vietnam, India, Mongolia, 
Kazakhstan and Kyrgyzstan. There are plenty of rare earth reserves in Australia 
but no processing plants could be built due to environmental and economic factors. 
However, Lynas is establishing its processing plant in Gebeng, Malaysia. Another 
company, Arafura Resources Ltd is projected to produce heavy rare earth elements 
in 2013. In other regions, USA, Canada, Brazil and Africa are set to develop or 
accelerate their rare earths production [4].

Generally there are about 34 countries with rare earth deposits but there are 
only few which are economically viable to develop and mine. At present, about six 
countries can provide rare earths products with China topping the list at 94% and 
Russia, Estonia, USA, Malaysia and Brazil making up the rest (Table 2). Tables 
7 and 8 list the current producers outside China and up-coming producers [4]. 
It was reported that there are currently about 200 projects on rare earth either 
at exploration stage, under preparation or exploitation, among which about 25 
projects are prospective competitions for future rare earth supply [8,9].

Table 2. Rare earth supply in 2009 [4].
Country Rare earth supply (tonne) Rare earth supply (%)
China 129,400 94.23
India 2,700 1.97
Russia 2,500 1.82
USA 1,700 1.24
Brazil 650 0.47
Malaysia 380 0.28

                    Figure 2.  Global rare earth resources [4].
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CONVENTIONAL USES OF RARE EARTH ELEMENTS

Rare earths had been used in many ordinary applications in the past before its 
recent emergence as a commodity with high strategic importance to many countries 
especially the industrially advanced countries. After extraction of thorium oxide 
from the typical ore monazite, the residual product after processing is known as 
mischmetal (German for mixed metal) which is a combination of about 50% cerium 
with lanthanum, deodymium and several other rare earth metals. Mischmetal 
is used in making aluminium alloys as well as some steels and iron. It opposes 
graphitization and produces a malleable iron when used in cast iron. It removes 
sulphur and oxides and completely degasifies steel. It is used for precipitation 
hardening in stainless steel. When added to magnesium alloys, mischmetal refines 
grains and give sound casting of complex shapes. It also provides heat resistance 
to magnesium castings [3].
     Other conventional applications of rare earths include use as colorants in 

Table 3.  Global rare earth elements reserves 2009 [4].
Country Rare earth element reserves (tonne) Rare earth elements reserves (%)
China 36,000,000 36.52
CIS 19,000,000 19.27
USA 13,000,000 13.19
Australia 5,400,000 5.48
India 3,100,000 3.14
Brazil 48,000 0.05
Malaysia 30,000 0.03
Others 22 000 000 22.32

Table 4. Global rare earth elements reserves 2010 [4].
Country Rare earth element reserves (tonne) Rare earth elements reserves (%)
Brazil 52,597,000 37.01
China 36,000,000 25.33
CIS 19,000,000 13.37
Vietnam 14,800,000 10.42
Greenland 4,890,000 3.44
Canada 4,122,500 2.90
Australia 3,330,600 2.34
India 3,100,000, 2.18
USA 1,550,400 1.06
South Africa 1,254,000 0.88
Kenya 972,000 0.68
Kyrgyzstan 291,000 0.20
Turkey 130,500 0.09
Malawi 107,000 0.08
Brundi 1000 0.02
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glasses, especially neodymium glass which was used for colour television filter 
plates to produce truer colours and sharper contrasts in the pictures. Europium is 
added for the brilliant reds in television phosphors. In fact, the development of 
colour television took a long time due to the search for red phosphors. The first red 
emitting rare earth phosphor was introduced by Levine and Palilla as a primary 
colour in television in 1964 [10]. Neodymium is also used in magnesium alloys 
to increase high temperature strength. In fact, most of the rare earths can be used 
as colorant or as glass due to their unique optical properties. Dysprosium has the 
highest corrosion resistance among all mischmetals with good neutron-absorption 
ability and is used as nuclear reactor control rods, magnetic alloys and ferrites 
for microwaves. Samarium and gadolinium are also similarly used for neutron 
absorption in reactors. Thulium is used for radiographic applications. 

RARE EARTH ELEMENTS IN THE NEW ERA

Although rare earths are still used for applications as mentioned above, they 
now play irreplaceable roles in the newly developed green technology, electronic 
industry, military and defense technology, and other emerging high-tech 
technologies. Examples include hybrid cars, wind turbines, lightings and displays, 
microprocessors, mobile communications, guided missiles, smart bombs, etc. 
These are considered to be rare earth-dependent technologies due to the non-
availability of other alternative materials. In short, there are increasing downstream 
high-tech industry activities which are dependent on rare earth materials. 

The successful application of rare earths in the above mentioned industries is 
largely attributed to their magnetism caused by their partially filled 4f shells. This 
property made rare earth elements crucial in the production of permanent magnets, 
catalytic cracking materials, luminescence materials, hydrogen storage materials, 
magnetic refrigeration materials, optical fiber, magneto-optical storage materials, 
giant magneto-resistance materials, lasers, superconductor materials and dielectric 
materials. They are widely used in applications in aerospace, aviation, information 
technology, electronic, energy resources, medical and health sectors, etc. Table 5 
shows recent consumption areas of rare earth elements [5].

It is in fact the rapid development in modern science and technology that 
propelled rare earth elements to their current status as a group of highly-coveted 
commodity. This is of course also in part due to the recent market quota imposed 
by the largest rare earth producer, China. The revival of previous or the opening of 
rare earth mining which include: Mount Pass, Nolans Project (Central Australia), 
Hoidas Lake Project (Northern Canada), Mount Weld (Australia), Thor Lake 
(Northern Territories), Nebraska and Kvanefjeld (Greenland) are expected to cater 
for global rare earths supply as well as reduce the market monopoly by China. 
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 Table 5. Global rare earth elements deposits 2010 [4].
  Country Rare earth element deposits (tonne) Rare earth elements deposits (%)

Brazil 52,597,000 32.32
China 36,000,000 22.12
CIS 19,000,000 11.68
Vietnam 14,800,000 9.10
Australia 13,420,500 8.25
USA 11,771,600 7.23
Greenland 4,890,000 3.01
Canada 4,389,500 2.70
India 3,100,000 1.91
South Africa 1,254,000 0.77
Kenya 972,000 0.60
Kyrgyzstan 291,000 0.18
Turkey 130,500 0.08
Malawi 107,000 0.07
Brundi 1000 0.00

Table 6. Distribution of rare earth elements in selected deposits 
[4].
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57 La 33.8 23 17.5 1.2 1.8 43.3 30.4 4.6
58 Ce 49.6 50 43.7 3.1 0.4 2.4 45.5 12
59 Pr 4.1 6.2 5 0.5 0.7 7.1 4.7 1.4
60 Nd 11.2 18.5 17.5 1.6 3 30.2 15.8 4.3
62 Sm 0.9 0.8 4.9 1.1 2.8 3.9 1.8 2.1
63 Eu 0.1 0.2 0.2 - 0.1 0.5 0.4 0.2
64 Gd 0.2 0.7 6 3.5 6.9 4.2 0.7 2.5
65 Tb - 0.1 0.3 0.9 1.3 - 0.1 0.3
66 Dv - 0.1 0.9 8.3 7.5 - 0.1 8.2
67 Ho - - 0.1 2 1.6 - - 1.7
68 Er - - - 6.4 4.9 - - 4.9
69 Tm - - - 1.1 0.7 - 0.01 0.7
70 Yb - - 0.1 6.8 2.5 0.3 0.5 4
71 Lu - - - 0.1 0.4 0.1 0.01 0.4
29 Y 0.1  - 2.5 61 65 8 0.01 52.7
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Table 7. Current producers out of China [4].

Company Location Country

Current 
capacity 

(typ REO)

Target 
capacity 

after 2015 
(typ REO)

Molycorp Minerals Mountain Pass, CA USA 3000 40000
Lovozersky Mining 
Company

Kamasurt Mine, Kola 
Peninsula Russia 3000-4400 15000

Solikamsk 
Magnesium Works

Solikamsk Processing 
Plant, Urals Russia

Indian Rare Earths Orissa, Tamil Nadu & 
Kerala India 100 10000

Toyota/Sojitz/
Gov. Of Vietnam Vietnam 1800-2000 >2000
Neo Thailand
Lynas/Malaysia Gebeng, Malaysia Malaysia
Industrias Nucleares 
do Brasil S/A (INB) Buena Norte Brazil 1500 >1500

 9500-
11000 >68500Total

 Table 8. Up-coming producers [4].

Company Location Countries
2011-
2013 

Capacity 
(typ REO)

Target 
capacity 

after 2010 
(typ REO)

Lynas Corp
Mount Weld, Western 
Australia  & a processing 
plant in Gebeng, Malaysia

Australia 10500 21000

Rareco/
Steenkramskaal, South 
Africa

South Africa/
Canada 3000 5000Great Western 

Minerals 
Group
Sumitomo/
Kazatomprom/ Kazakhstan Kazakhstan/Japan 3000 15000
SARECO JV
Toyota/

Dong Pao, Vietnam Vietnam/ Japan 300 5000Sojitz/
Govt. of 
Vietnam
Toyota/

Orissa, India India/ Japan 5000 10000Indian Rare 
Earths
Mitsubishi/
Neo Material 
Technologies

Pitinga, Brazil
Japan/USA/
Canada
/Brazil

500 1000

Alkaline 
Resources Dubbo, NSW, Australia Australia 2600 6000

Total 24900 63000



Journal of Science and Technology in the Tropics 69

SPECIFIC AREAS OF APPLICATIONS

Rare earths magnets

Depletion of non-renewable natural resources resulted in ever-increasing prices 
of these commodities, affecting households and industries worldwide. Besides, 
non-renewable resources also produce emmisions harmful to both mankind and 
environment. Although alternative energy resources such as nuclear power can be 
tapped into, fear and controversy are attached to this group of power supply as 
proven by catastrophical hazards shown in the history. Therefore, generation of 
renewable energy which are sustainable with minimal risks to the entire nature has 
been identified as the solution to the above concerns. 

WWS (wind, water, solar power) fulfill requirements that the global energy 
system remains clean even with large increases in population and economic 
activities in the long run. These technologies have essentially zero emissions of 
greenhouse gases and air pollutants as well as low impacts on wildlife, water 
and land pollution. There are also no significant waste-disposal or terrorism risks 
associated, and are based on primary resources that are indefinitely renewable or 
recyclable [11,12]. One way to implement these technologies will be through use 
of very strong permanent magnets.

Rare earth (RE)-based magnets are the strongest permanent magnet although 
these magnets are susceptible to brittleness and corrosion. This enables the 
production of lighter, smaller and more efficient electric motors and generators, 
leading to fuel economy as well as efficient energy generation. In the past decade 
or more, researches were carried out intermittenly on these magnets, mostly by 
Japanese researchers. A sensible intepretation to this would be that the Japanese 
are constantly sourcing sustainable energy resources besides their advanced state 

Table 9. Recent consumption areas of rare earths [5].
Usage area China, 

2007 
(%)

USA, 
2008 
(%)

Permanent magnets 30.7 5.0
Metallurgical applications & alloys 15.2 29.0
Petrochemical, chemical catalysts 10.4 14.0
Glass polishing powders 10.2 -
Hydrogen storage alloys for batteries 8.5 -
Phosphors for fluorescent lighting, flat screen displays for computer 
monitors, colour televisions, radar, X-ray intensifying film 6.2 12.0

Glass & ceramic additives 4.5 6.0
Automotive catalysts, catalytic converters 3.7 9.0
Electronics - 18.0
Petroleum refining catalysts - 4.0
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of robotics industry. A search on literatures, however show that these intermittent 
researches have picked up significantly in the past two years. This is of course, a 
direct response due to the Fukushima nuclear plant incident, whereby it is realised 
that clean technology should be thoroughly explored.  

There are two types of rare earth magnets, samarium-cobalt (Sm-Co) and the 
neodymium-based magnets. Magnetic field of rare earth magnets when compared 
to ferrite and ceramic magnets are:  1.4 Teslas for rare earth magnets and 0.5-1 Tesla 
for ferrite or ceramic magnets. Rare earth magnets have Curie temperatures below 
room temperature (in pure form magnetism only appears at low temperatures) 
and are able to form compounds with transition metals (Fe, Ni, Co) which have 
Curie temperatures above room temperature. Besides, they also possess very high 
magnetic anisotropy (easy to magnetize in one particular direction but resists being 
magnetized in any other direction). 

Sintered NdFeB magnets have the highest values of the maximum energy 
product of any magnet, thus are suitable for use in motors for various applications 
[13]. It was in the early 1980s that General Motors used an alternative way to 
manufacture magnet, by using magnetic powder which could be mixed with 
rubber, injected into molds and sintered. The manufacturing of this magnet instead 
of using solid iron magnet requires the rare earth element, Nd. The use of powder 
requires less metal, thereby reducing overall weight of vehicles [1]. In effort 
to reduce vehicle emission as well as improve fuel efficiency, the reduction in 
overall weight of a vehicle is required. It was reported that a reduction of 10% 
in vehicle weight translates to a 5.5% improvement in fuel economy [14]. This 
can be achieved through innovative material modification of: car body skin [15], 
crank shaft, gears as well as motors [16]. Figure 3 shows usage of small motors in 
a vehicle [16].

    Figure 3. Small motors used in a vehicle [16].
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Besides its applicability in motors for electrical, household and automotive 
usage, the NdFeB magnets are also currently targeted for use as gearless generators 
in wind turbines to convert the energy of the wind into electricity [4, 17]. 

Although gaining popularity and importance in hybrid vehicles especially, 
NdFeB magnets suffer demagnetization at operational temperatures of various 
motors which may reach as high as 746ºC [18] as well as being brittle and 
susceptible to corrosion. Additions of Ti [19], Cu, Al [20] as well as Ga, Zn, Sn, Co, 
W, Mo, Zr, V and Nb were carried out by some researchers to improve the magnetic 
properties of the NdFeB magnets. The magnetic properties of these magnets are 
strongly dependent on their microstructures, in particular the grain size of the 
Nd2Fe14B phase and the grain boundary phases [21]. A team of researchers [13] 
claimed that heavy rare earth elements are coercivity-enhancing elements that act 
by increasing the anisotropy field of each grain (the Nd2Fe14B phase) in the magnet 
by replacing Nd. Hu et al. (2008) researched on the effect of Co addition on the 
impact toughness of NdFeB magnets but the results were not very conclusive [22].

Rare earths in electronics and ICT

RE elements are used in video and audio devices, portable devices such as music 
players, cellphones, smartphones, tablets and laptops. These elements are only 
needed to be added in minute amounts in order to successfully cater to the purpose 
of application.

As mentioned in the conventional application of rare earths, these elements 
possess unique optical properties that enable them to reduce glare, filter out certain 
range of colours, etc and thus are used for display purposes. The rapid displacement 
of bulky television sets with their plasma, LCD and LED counterparts necessitates 
further exploration into phosphor substances, which can be produced by most 
rare earth elements. These substances are used in radar screens, glow-in-the-dark 
mechanisms, cathode ray tubes, plasma video display screens and sensors. Various 
researches to obtain better quality LEDs are listed in [23-32]. In aviation, aircraft 
instrument panel requires glare-free illumination which could be attained through 
use of rare earth glasses [33].

The thrust of rare earths onto the list of most needed commodity in electronics is 
largely due to the market trend and demand for portable devices. These devices not 
only need to be multi-functional but should also be trendy enough to attract certain 
target niches. Thus the VLSI needed for miniaturization requires high reliability 
(interconnections) to prevent failure caused by transporting, mishandling during 
consumer usage etc. The display screens of these devices also need to have high 
resolution with sharp contrast to attract the consumers of a rather costly technology 
that plays dual role: function plus aesthetics. Solders act as interconnection materials 
in an electronic package on chip as well as board level. As such, the reliability of 
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solder joint is critical because they provide electrical, thermal continuity as well as 
structural integrity [34]. 

The ban of toxic Pb (lead)-containing solders [35] which came into effect on 1 
July 2006 by electronic packaging industries worldwide has intensified the search 
for suitable replacement materials for Pb-containing solders. Pb-free solders display 
inferior properties and reliability compared to Pb-containing solders. Numerous 
researches were carried out in the past few years, among which are doping of 
solders with rare earth elements [36-40]. Most of the published results reported 
that a small amount of rare earth elements can greatly enhance the properties of 
materials through grain refinement, formation of intermetallics and suppression of 
grain boundary sliding.

Rare earths in metallurgy and alloying

In metallurgy, RE elements are well known grain refiners and are usually added 
to materials as part of strengthening mechanism procedure. Rare earth elements 
are added to steels [41-43] to obtain desirable microstructures and properties 
through microstructure modification by the rare earth elements. When added to 
magnesium alloys rare earths aid in improving hot workability [44], mechanical 
properties [45-47], thermal fatigue behaviour [48] as well as corrosion resistance 
[49]. In aluminium alloys, the addition of rare earth elements led to grain 
refinement [15, 50, 51] which increases the hardness of these alloys. Tribology 
and mechanical properties of cast aluminium-silicon alloys are often controlled 
through microstructure modification by adding trace rare earth elements [52-54]. 
These are significant improvements since this category of alloys are usually used 
in engine blocks subjected to high temperature and abrasive conditions.

For corrosion protection and resistance purposes various contributions by the 
rare earth elements doping into alloys have been reported [55-59].

 
Rare earths in batteries

Certain alloys of rare earth elements have the ability to absorb hydrogen and store 
it as metal hydride, making these elements a must in the production of nickel metal 
hydride (NiMH) batteries [60]. NiMH batteries are mainly used in rechargeable 
AA and AAA batteries for domestic applications, power tools and hybrid electric 
vehicles. About 7% of a typical NiMH battery is made up of rare earth elements 
such as cerium, lanthanum, neodymium and praseodymium, making up to about 
1 gram of rare earth metals per AAA battery, 60 grams for a household power tool 
and 2 kg for a hybrid electric vehicle battery [61].

Toyota pioneered the full hybrid mass produced passenger car with its Prius. 
A typical NiMH battery for a vehicle, with the size and performance of the Toyota 
Prius, uses between 12-20 kg of lanthanum containing some neodymium and 
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praseodymium in its overall construction. Additionally the battery uses up to five 
times as much nickel metal as it does lanthanum and a small amount of cobalt. 
Thus the manufacturing of a NiMH battery pack requires a lot of rare metals as 
well as a lot of engineering.

The difference between a NiMH battery and a lithium-ion battery is primarily 
that the NiMH battery has been used in over a million full hybrids, whereby most 
of the full hybrid cars built in the last decade primarily by Toyota, Honda, and 
Ford are still on the road and provide daily testimony to the reliability of the 
NiMH battery pack for full hybrid operation [62].

Although the current interest for rare earths use is now in NiMH batteries, 
rare earth elements are also added to other types of batteries such as redox flow 
battery [63] and lithium-ion batteries. It was reported that the doping of lithium-
ion batteries with lanthanum resulted in reduction of crystal size to the nanoscale, 
increase of conductivity and diffusion rate of lithium ion. The results confirmed 
that rare earth doping is an effective method for improving electrochemical 
properties of the promising alternative cathode [64].

Rare earths in solar cell

Fossil fuels are still the main energy resources that drive the economies of the world 
today. Predicted exhaustion and limited resources of fossil fuels, combined with 
energy-hungry economies due to modernization and industrialization, coupled 
with the emission of environmental harmful greenhouse gases have stimulated 
development of sustainable renewable energy sources. Among many others, solar 
power is one of the most promising renewable energy sources as an alternative to 
our continued dependence on fossil fuels.

Conventional solar cells are manufactured with high purity and expensive 
silicon materials, using production methods that consumed high amounts of 
energy. For these reasons, silicon solar cells have not become very popular even 
though their conversion efficiency has reached between 15% and 20% [65, 66]. 
Gratzel et al. in 1991, had formulated in their lab an innovative solar cell based 
on dye-sensitized colloidal TiO2 that is set to become a low-cost alternative to 
the conventional silicon-based solar cell [67]. Since the first introduction of 
dye-sensitized solar cell (DSSC) by the Gratzel’s group, the improvement on 
conversion efficiency of DSSCs has been reported every year. Current focus and 
interest to extract higher conversion efficiency on DSSCs, aiming to overtake the 
best conversion efficiency achieved by silicon-based solar cell, falls in four major 
areas [68]: development of sensitizing materials; new anodic materials; use of 
various electrolytes; and modification of anodic materials. 

To improve on the harvesting of incident light, thus increase the photocurrent 
of the DSSC, many sensitizing materials have been synthesized. However, the 
best of these sensitizing dyes can only absorb visible light in the wavelength 
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region of 300-800 nm, so most of the solar ultra-violet irradiation is unutilized 
[69]. If the ultraviolet irradiation can be transferred to visible light by conversion 
luminescence, and is reabsorbed by the dye in DSSC, more solar irradiation may 
be utilized with enhanced photocurrent. On the other hand, the DSSC photovoltage 
depends on the energy level of the electron in the anodic materials. If the energy 
level can be heightened by p-type doping on the anodic materials, the DSSC 
photovoltage will be increased. 

Rare-earth-doped compounds as luminescence media have been the focus 
of extensive research lately and have wide application [70]. Among the many 
lanthanide ions, europium and samarium ions have been recognized as the most 
efficient down-converting materials that convert ultraviolet light to red and 
orange-red emissions, respectively [71, 72]. The use of these down-converting 
rare-earth materials as dopant was reported to have improved efficiency for the 
TiO2 photoelectrodes.

A study on using rare-earth materials as dopant had demonstrated the 
improvement of the photoelectric performance of DSSC by introducing europium-
doped yttria (Y2O3:Eu3+) into the TiO2 electrode [73]. Holmium doping on DSSC 
also leads to increased photocatalytic activity of TiO2 by increasing the surface 
area of TiO2 nanoparticles, and inhibit the growth of crystallite size and the 
anatase-rutile phase transformation [74]. Many other rare-earth materials used in 
the improvement of conversion efficiency in DSSC have been investigated, which 
include lanthanum (La), cerium (Ce), erbium (Er), promethium (Pr), gadolinium 
(Gd), neodymium (Nd) and samarium (Sm) [75].

RECOVERY OF RARE EARTHS ELEMENTS FROM SCRAPS/WASTE

Through the many uses of rare earths, there is bound to be scraps or waste of these 
materials after the projected lifespan of products or from completed processes 
utilizing rare earths as raw materials. Although not actively practiced on an 
industrial scale, there are some preliminary researches to recover or retrieve rare 
earth elements from used materials as detailed in [76-78].  

On a positive note, Umicore of Belgium and Rhodia of France have jointly 
developed a process for the recycling of rare earth elements from NiMH 
rechargeable batteries. The process can service the entire range of NiMH batteries 
– from portable applications to batteries used in hybrid electric vehicles. Recovery 
of rare earth materials was expected to have begun by end of 2011. The process 
will be applied to NiMH cells treated at Umicore’s new battery recycling plant 
in Hoboken. Following the separation of nickel and iron from the rare earths, the 
company will process the rare earths into a high-grade concentrate that will be 
refined and formulated into rare earth materials at Rhodia’s plant at La Rochelle. 
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This is reported to be the first industrial process involving NiMH batteries [61].
This provides the insight that it may be possible to recycle these commodities 

in the future for sustainability and minimize harm to the living and environment 
due to excessive mining and processing activities. It may also maintain commodity 
prices at a reasonable level as there would be sufficient supply. This implicates 
that rare earths elements are potential candidates not only as purveyor for green 
technology applications but also fulfill the conditions of clean technology. 
Application of clean technology includes recycling, renewable energy, green 
transportation as well as any energy conserving practices with minimal pollution to 
the environment. Besides being environmental friendly, these applications should 
fulfill or even improve the operational performance, productivity and efficiency 
in their respective areas of applications. Prospects of recycling and recovery of 
rare earth elements will certainly close the loop in the rare earth production cycle.

POPULARITY AND RESEARCH TREND IN RARE EARTHS

Currently, global energy consumption is mainly derived from non-renewable 
natural resources which are getting scarce on top of the ever-increasing prices 
of these commodities. To conserve natural resources, there are increasing calls 
and implementations on clean technology. Application of clean technology 
includes recycling, renewable energy, green transportation as well as any energy 
conserving practices with minimal pollution to the environment.  Besides being 
environmental friendly, these applications should fulfill or even improve the 
operational performance, productivity and efficiency in their respective areas of 
applications. 

 It is indisputable that by looking at areas of application of rare earth elements 
these elements are crucial in the development of green technology. As the 
petroleum price hit a record high in 2008 [7], there is much demand for hybrid 
vehicles, which can run at mileage of 20.4km/liter for city driving. However, 
there was a shortage of these vehicles due to shortage of rechargeable NiMH 
batteries requiring the use of lanthanum. It was reported that China is the world 
leader in electric batteries and wind turbine manufacturing and with increased 
internal demand, its export of rare earth elements decreased to 30,000 tons in 2009 
compared with 45,000 tons in 2008 and 60,000 tons in 2002.

It is noted that most researches on magnets in the past decade has been carried 
out by Japanese researchers. This observation is not surprising considering that 
Japan is heavily reliant on alternative energy resources. However, an analysis on 
research trends in REs shows that today China is the top country in terms of 
RE research when compared among China, Japan and USA [79]. This is a direct 
consequence from the fact that China currently supplies 97% of the global RE, 
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especially the heavy REs. Magnets researches have been carried out since the 
1990s but these were in no way comparable to the intensity research in other 
areas. The researches on magnets start to pick up again in this two years, possibly 
due to the awareness of the danger of nuclear technology as power resource as 
well as the increasing application of clean technology.
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